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M
o
tiv
a
tio
n

M
any
techniques
for
inform
ation
assurance
and
security
involve
extracting

inform
ation
from
logs.
T
ools
that
exploit
logs
m
ay
not
deliver
their
expected

b
ene�ts,
and
m
ay
even
add
vulnerabilities
of
their
ow
n,
if
the
inform
ation

extracted
is
not
accurate,
or
if
unexpected
log
content
can
cause
them
to
fail.

S
o
logs
m
ust
obviously
be
protected
from
alteration,
a
problem
already
studied

by
others.
B
ut
log
tam
perproo�ng
touches
only
part
of
the
problem
.
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addressed in this work(
are also needed for assurance that E = E’.

demonstrably correspondproducers and consumers that Reliable
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A
p
p
ro
a
c
h

A
ssured
correspondence
betw
een
log
producers
and
consum
ers
is
needed
to

establish
ro
b
u
stn
ess
(nothing
the
producer
can
w
rite
in
the
log
w
ill
cause

the
consum
er
to
fail
on
reading)
and
sem
an
tic
accu
racy
(w
hat
the
consum
er

concludes
from

a
log
entry
correctly
re�ects
the
event
and
system

state

observed
by
the
log
producer).

�

D
ocum
ent
log
syntax
and
sem
antics
carefully
in
a
speci�cation
su�
ciently

form
al
that
both
producer
and
consum
er
can
be
show
n
to
im
plem
ent
it.

�

A
naturalform
is
a
gram
m
ar,
arranged
and
annotated
to
serve
as
a
reference

for
sem
antics
as
w
ell
as
syntax.

If
the
speci�cation
allow
s
am
biguous
or
indistinguishable
records
to
be
produced

for
distinct
events,
sem
antic
loss
is
inevitable.
A
gram
m
ar
can
be
m
achine

checked
for
such
problem
s.

T
his
approach
w
as
dem
onstrated
by
building
a
gram
m
ar
for
S
olaris
B
S
M
logs.3



R
e
la
tio
n
to
C
o
n
te
n
t/
S
e
m
a
n
tic
s

W
hile
the
com
m
unity
still
strives
to
pin
dow
n
log
content
and
sem
antics,
is
it

an
extravagance
to
attend
to
gram
m
ar
and
syntax?

C
laim
s:

�

S
yntax
overlooked
is
sem
antic
loss;
structure
carries
m
eaning.

T
heory:
log
produced
by
autom
aton
)

all
syntax
variation
re�ects
state.

E
nglish
analogy:
F
rench
train
conductors
early
to
strike
/
to
strike
early.

B
S
M
exam
ples:
ioctl,
renam
e.

�

D
iscussions
and
critiques
of
log
content
and
sem
antics
require
som
ething

concrete
to
discuss;
detailed
speci�cations
of
existing
form
ats
provide
that

focus.

�

T
he
process
of
form
alizing
a
log
speci�cation
facilitates
both
autom
atic
and

hum
an
recognition
of
w
eaknesses
/
am
biguities
/
om
itted
content.

T
he
last
point
w
as
dem
onstrated
as
w
e
form
alized
a
B
S
M
speci�cation.
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A
lte
rn
a
tiv
e
s

S
om
e
inform
ation
can
be
extracted
w
ithout
regard
to
gram
m
atical
structure,

like
skim
m
ing
a
natural
language
text
for
key
w
ords.
C
an
w
ork
w
hen:

�

S
m
all
fraction
of
log
content
is
of
interest

�

T
hat
fraction
can
be
characterized
in
advance
and
readily
distinguished

�

S
em
antic
nuances
are
of
no
concern

A
S
A
X
,
ID
IO
T
,
and
U
S
T
A
T
are
exam
ples
of
ID
tools
supporting
B
S
M
w
ith
a

skim
m
ing
approach.
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�S
k
im
m
in
g
�

A
dvantages:

�

C
onceptually
sim
ple

�

L
ow
processing
cost
u
p
fro
n
t

�

D
oes
not
require
specialized
tools
like
parser
generators

D
raw
backs:

�

Invalid
input
detected
late
or
not
at
all

�

S
em
antics
carried
by
syntax
lost,
recoverable
(if
at
all)
only
by
duplicating

som
e
actions
of
a
parser
in
later
processing

�

D
i�
cult
to
identify
and
check
assum
ptions
concerning
expected
input

sequences

6



M
o
tiv
a
tio
n
,
re
v
isite
d

F
or
som
e
applications
skim
m
ing
is
not
suited,
such
as
d
eep
can
o
n
icalizatio
n

illustrated
by
the
C
om
m
on
Intrusion
S
peci�cation
Language
(C
IS
L)
of
the

C
om
m
on
Intrusion
D
etection
F
ram
ew
ork
(C
ID
F
).

S
hallow
vs.
D
eep
C
anonicalization

A
S
A
X
,ID
IO
T
,and
U
S
T
A
T
do
not
evaluate
their
detection
rules
directly
against

the
native
log,
but
convert
parts
of
it
�rst
to
som
e
canonical
form
.
T
heir

canonical
form
s
m
ay
be
called
sh
allow
.

�

S
im
ple
rearrangem
ents
of
the
native
records
(discard
�elds
of
no
interest,

align
data
on
w
ord
boundaries)

�

S
em
antics
not
independently
speci�ed,
require
fam
iliarity
w
ith
native
form
.

�

C
an
sim
plify
porting
ID
en
g
in
es
betw
een
platform
s

�

but
not
ID
patterns
or
rules�
these
dealw
ith
native
log
syntax
and
sem
antic

issues
preserved
in
the
canonical
form
.
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D
e
e
p
C
a
n
o
n
ic
a
liza
tio
n

A

deep
canonical
form
,
e.g.
C
IS
L,
has
sem
antics
explicitly
speci�ed,

independent
of
any
native
log
form
at.

In
an
ID
system

based
on
deep

canonicalization,
not
only
evaluation
engines
but
intrusion
patterns
them
selves

can
be
ported
betw
een
platform
s
w
ith
sim
ilar
vulnerabilities.

�

C
IS
L
is
rich
enough
to
express
the
sem
antic
nuances
of
the
native
form

�

but
that
m
eans
a
C
IS
L
canonicalizer
m
ust
correctly
and
com
pletely
discern

and
translate
the
original
sem
antics

If
tools
(such
as
C
ID
F
E
-boxes)
do
only
the
fam
iliar
skim
m
ing
of
input
log

form
ats,
the
results
w
ill
be
fam
iliar:
C
IS
L
stream
s
that
cannot
be
properly

interpreted
w
ithout
know
ledge
of
the
original
form
at
(C
IS
L
degenerates
to
a

shallow
form
),
or
that
explicitly
and
expressively
m
istranslate
the
log.
E
ither

w
ay,
C
IS
L
w
ould
not
live
up
to
its
prom
ise.

8



C
o
m
p
le
te
d
w
o
rk

�

H
eavily
annotated
gram
m
ar
for
B
S
M
through
S
olaris
2.6

�

A
vailable
in
a
B
S
M
-parsing
package
for
quick-start
B
S
M
-based
projects

�

D
iscrepancies
and
am
biguities
in
B
S
M
docum
entation
identi�ed
in
the
process

are
detailed
w
ith
hyperlinks
to
original
B
S
M
docs
for
com
parison

�

A
ddressed
feasibility/e�
ciency
concerns
that
m
ay
have
contributed
to
historical

neglect
in
this
area
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E
�
c
ie
n
c
y

�

A
parser
for
B
S
M
can
be
e�
cient,
m
ostly
LL(1)
w
ith
som
e
localized,
bounded

backtracking.

�

P
arse
early
and
seldom
:
distill
the
sem
antics
into
an
explicit
internal
form
that

can
be
consulted
directly
in
later
processing

�

O
r
else:
parsing
e�
ort
not
spent
up
front
is
duplicated
by
all
ID
rules
or
other

processing
a�
ected
by
the
sam
e
syntactic
feature

1
0



F
u
tu
re
d
ire
c
tio
n
s

�

S
afe
skim
m
ing

�

W
hen
interest
is
only
in
a
subset
of
log
content
know
n
in
advance,
can
parser

generator
analysis
elim
inate
unnecessary
parse-tim
e
tests
and
decisions?

�

V
ariant
form
ats

�

C
on�gurable
options
in
B
S
M
(et
al.)
slightly
alter
the
gram
m
ar
of
the
logs

produced

�

C
an
en
viro
n
m
en
t
g
ram
m
ars
(R
uschitzka)
be
used
to
avoid
proliferation
or

overcom
plication
of
gram
m
ars?

1
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