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The purpose of this project is to examine the potential for
novelty detection using ontological semantics, with a

view to improve information intelligence.
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Reliable novelty detection could:

computationally process large
volumes of intelligence documents.
increase efficiency.

reduce instances of duplication and
human error.

help to mitigate the effects of
information overload.
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Problem: The simple algorithm
outputs any previously unknown
iInformation, which results in too
much trivial novelty.

Solution: Identify types of novelty
and find ways to measure the
degree of each kind of novelty.

New information could then be
filtered by “how new” it is.

One measure of novelty that we can use is the
grain size relative to known vertices:
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Smaller grain size = more specific / detailed
Larger grain size = more general information

» Test the revised (grain size)
algorithm with more texts.

» Combine the algorithm’s output
with a text generator to make
a human-readable summary.

» |dentify more types of novelty
and ways to measure them.

* Find ways to score the novelty
of graphs by the weights of their
subgraphs.
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