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Objective : To achieve k-anonymization of data with minimal loss in data quality
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Future Work

*New measures of information loss based on Information Theoretic concepts

*Use of outlier detection algorithms for identifying candidates for tuple suppression

*Better clustering algorithms to partition the data
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