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Overview
Question Local differential privacy (LDP) is a promising privacy-enhancing tool and widely used in many application. For instance, Google 

deployed LDP in the Chrome browser to collect users’ default homepages for Chrome; and Apple adopted LDP on iOS to 
identify popular emojis, which are subsequently recommended to users. Recent studies show that LDP is vulnerable to data 
poisoning attacks in frequency estimation scenario, i.e., In Maximal Gain Attack (MGA) small portion of  malicious local users
can increase the estimated frequencies of  a set of r target items T = {𝑡!, 𝑡", … , 𝑡#}, by carefully crafts their reports (𝑌 to maximize 
the overall frequency of target items. MGA remains an unresolved issue in LDP estimation.

Our Results • We use the bits set to “1” in the users report as the additional information and by looking at the statistical differences
between the benign and malicious users to detect the attackers’ report precisely.

• We quantify the statistics differences between the benign and malicious users and proof the local error 𝐸$%(𝑘) and global
error 𝐸&#'% to Indicates the relationship between MGA attacks and local as well as global statistical error.

• We propose a general framework by utilizing 𝐸$%(𝑘) and 𝐸&#'%, it allows the Server to constantly achieve high F-1 scores
without any knowledge about the attacker. In the popular emoji identification task, our method achieves a fake user detection
F1-score of 79.96%, a 53.13% improvement over the state-of-the-art Frequent itemset anomaly detection (FIAD) approach.
Moreover, removing the reports from detected fake users effectively restores benign users' statistical results.

Our Result in Details
What is LDP

Statistical difference

LDP enables 𝑛 users to share their data 𝑣 ∈ [0, 𝑑] with an 
untrusted server through a local perturbation function Ψ(+
) such that only obfuscated items Ψ(𝑣) is obtained by the 
server. Formally, 

Evaluation on real dataset

Statistical Error

Comparison with state-of-the-art fake user detection method FIAD on F1-score

The bit “1” settings of fake users tend to be more 
centralized than those of normal users
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