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Motivation

Federated learning (FL) is a machine learning paradigm originally introduced to
allow for collaborative model training while simultaneously allowing user client data
to stay private.

An example of industry production FL is G-Board where the goal of the model is to
improve next word prediction. Here, Google is the FL server, and the clients consist
of cellphones.

Instead of sending client data to the server, the clients receive a model and train on
their local data before sending their updates to the server (gradients or model
parameters). Compared to traditional centralized training, this allows the user data
to stay local.
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Methodology

Data used to reconstruct images at server
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We introduce LOKI, a large-scale data reconstruction attack against FL. The attack
can be

By modifying the layers in front of the network, the gradient updates include
information that can be used to directly recover the training images.

e Carefully crafted parameters allow LOKI to scale the attack even in the presence
of defense methods such as secure aggregation and hundreds of clients.

 Reconstructed images are nearly identical to the private client training data.
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Results

LOKI achieves higher leakage rate than prior SOTA. In
the presence of secure aggregation, a standard defense
mechanism used in FL, LOKI achieves scalability with no
diminishing returns in the number of leaked images.

Im#ﬂwﬁnﬁ
Enﬁ!ﬁ(ﬂ‘ﬁﬂ
e
e LA I 1
o EBELEEE
"E1 1T T1°LL
EREe - Bk

(a) Ground truth local dataset

0.814

o
o

— LOKI
LOKI without Ml
Robbing the Fed (RtF)

Leakage rate
o
N

o
N

0.0 -

0 100 200 300 400 500

(b) LOKI reconstruction
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Can the malicious attacker use leaked data to train a more effective machine learning model than just FL alone?

Number of clients
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