Motivation and Introduction

- ML models, while renowned for their accuracy, may introduce bias against certain groups, highlighting the need for fairness in algorithms.
- Prioritizing fairness in algorithm design is paramount to address potential biases inherent in ML models.
- Fairness of downstream ML models can be improved by acquiring the right set of data points. Data acquisition techniques have been studied well in the context of improving model accuracy, not so much for fairness.
- **Problem statement:** Determine additional data points that must be acquired to improve the model bias by the most

Background

Explored the following existing approaches for data acquisition to improve model performance are explored to improve model fairness:

1. **Coverage based acquisition** [1]: Use data coverage as a proxy for model performance, determining the least amount of additional data to resolve the lack of coverage. Explored the impact of coverage to improve fairness of the datasets by computing the MUPs corresponding to a suitable threshold.
2. **SliceTuner** [4]: Provides the algorithm to selectively acquire data for the predefined slices to improve model accuracy. When considered for fairness, the blocker was the identification of predefined slices.

Our Solution

- **Key idea:** Acquire additional data points based on their discerned impact on model fairness or their potential to mitigate bias within the dataset.
- **Challenge:** To compute the impact of data points, there is a need to retrain the model iteratively after potentially acquiring each additional data point.
- **Solution:** Approximate the impact of data points by using data valuation techniques such as influence functions [2]

\[ \delta \text{part} \left( z; \hat{\theta} \right) \triangleq \nabla \ell \left( \zeta_{\text{test}}, \hat{\theta} \right) \] 

\[ = -\nabla \ell \left( z, \hat{\theta} \right) H \nabla \ell \left( z, \hat{\theta} \right) \]

- **Assumption:** Access to a loss function that is convex and twice-differentiable.
- **Overall approach:**
  1. Determine the valuation of a data point in terms of its effect on improving fairness using influence functions.
  2. Arrange the data points in descending order based on their estimated impact.
  3. Acquire the data points in the order of their ranking, starting with the most impactful.

Experimental Results

- **Comparison of Data Acquisition Methods**

Results: Can influence functions estimate fairness?

Conclusions

- Valuation-based approach is effective in determining additional data points that should be acquired to reduce model bias without retraining the model.
- Compared to coverage-based methods, valuation-based methods are highly effective and efficient in acquiring additional data.
- Coverage-based acquisition shows a considerable decline in demographic parity even after acquiring ~100% of data.
- Valuation-based solutions based on influence functions are limited to a special class of machine learning models.
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