
Over the past few decades, the 
extensive use of machine 
learning (ML) has shifted our 
focus from its implementation to 
its consequences. There have 
been several instances indicating 
bias in ML-based systems 
deployed in sensitive fields (e.g., 
law, finance, HR, etc.). These 
issues introduced the notion of 
fairness in ML models; as we 
continue to emphasize on equity, 
fairness is now deemed as 
important as precision. A key step 
toward achieving fair models is 
ensuring fair training data, which 
can be achieved by focusing on 
fair data acquisition.
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 Machine learning has seamlessly integrated 
into every aspect of our lives, including 
healthcare, law, finance, and beyond. Due to 
ethical considerations and contemporary 
debate, the study of fairness in machine 
learning has become paramount[1]. Numerous 
studies have shown that biases in ML models 
often originate from biased training data, 
making data the root cause of the issue[2]. We 
can address this issue with existing data 
preparation studies[3].

Figure 1: Machine learning Workflow
However, these approaches are problem-
specific and can negatively impact downstream 
data usage. A more efficient approach would be 
to focus on earlier stages in the data science 
pipeline such as data acquisition (Figure 1), 
which can significantly improve the quality of 
downstream analyses. So far, in most research, 
data acquisition has only focused on 
accuracy[4]; we took the initiative to consider 
data acquisition for ML fairness. We address 
the following research question: can ML 
model fairness be enhanced through data 
acquisition? We employ a comprehensive
solution for fair data acquisition that includes 
data source selection, merging sources, 
clustering data instances, and finally, adopting 
an approach based on multi-armed 
bandits to acquire data for improved model 
fairness.

Data Acquisition to Improve Machine Learning Fairness through Multi-Armed Bandit

Consider that we have a trained model 𝑀, 
with training dataset 𝑇 with the statistical parity 
𝑆!. Our focus is to acquire data points for 𝑇 to
improve 𝑆!.	 After selecting candidate datasets
𝐷", 𝐷#, …𝐷$,	we merge the dataset into 𝐷. Then
cluster the dataset 𝐷 into the optimal number 
of clusters 𝐶", 𝐶#, . . 𝐶% . Later, Multi-Armed
Bandit (MAB) has been used to acquire data 
points from each cluster and queried them. In 
each round, MAB selects
a cluster based on its 
reward score and 
randomly collects a mini-
batch of data, 𝑏 from the
cluster. MAB then 
merges this batch 𝑏 with
the existing training data 
as, 𝑇 ∪ 𝑏  and retrains
the model. After that, it
evaluates the value of 𝑆!& .	If 𝑆!&  improves than 
the past, update the training dataset as 𝑇 =
𝑇 ∪ 𝑏 . Otherwise, it will keep the training 
dataset unchanged.

We used the Adult Income Dataset, which 
classifies whether an individual’s income 
exceeds 50𝐾. This dataset has around 48𝐾 
data points. As shown in Figure 2, we split the 
dataset through a smart-sampling(i.e., to get a 
biased model) approach to illustrate our 
method's efficiency. We used the Gaussian 
Model Mixture (GMM) to cluster the data pool. 
After training a logistic regression model, we 
observed the initial 𝑆!.
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Then, MAB was 
applied to the data 
acquired to improve 
fairness. As a baseline, 
we consider Random 
data acquisition. Data

Figure 2: Dataset Split Illustration

acquisition through MAB outperforms Random 
acquisition, as Figure 3 shows.
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The proposed data acquisition approach 
exhibits superior performance compared to 
random acquisition. However, since existing 
clustering techniques often produce 
imbalanced clusters, the Multi-Armed Bandit 
(MAB) approach acquires data only from the 
dominant cluster, rendering it marginally better 
than random acquisition. To address this issue, 
we employ fair-balance clustering techniques 
to ensure fair and balanced data acquisition 
and to evaluate the acquired data, we focus on 
collecting batches of data according to their 
influence on fairness instead of randomly 
acquiring mini-batches from clusters.

Figure 3: Observed fairness through MAB vs Random data acquisition 

The left figure shows the overall observed 
fairness for each round, while the right graph 
shows at which points MAB acquired a mini- 
batch of data. Its monotonic growth indicates

MAB only acquires data when it improves 
fairness compared to the initial and last data 
acquisition steps.

Fair data acquisition is crucial to dealing with
machine learning (ML) model biases. Our 
proposed approach involves clustering 
datasets based on their similar characteristics, 
which provides options for the algorithm. We 
use Multi-Armed Bandit to determine the 
exploration and exploitation probability after 
each iteration and select clusters based on 
their prior. This approach differs from random 
acquisition in that it takes prior knowledge into 
account. As shown in Figure 3, MAB is more 
consistent throughout the process. Each 
iteration updates its decision based on 
previous knowledge and seeks continuous 
improvements. While a mini-batch may not 
improve fairness, it tries to shift the cluster to 
have a new variant. In contrast, Random 
acquisition cannot maintain consistent 
improvement (for example, iteration 17 to 25) 
since it makes decisions agnostically.

*Statistical Parity: 𝑃(�̂� = 1 ∣ 𝐴 = 0) = 𝑃(�̂� = 1 ∣ 𝐴 = 1)

Amazon’s  AI-based 
recruitment tool 
rejected female 

candidates despite 
having the same 

qualifications. 

COMPAS, a law 
enforcement AI tool, 
classified Hispanic 
females as highly 
likely to re-offend 

than others.

Google’s image 
recognition algorithm 

labeled African 
Americans as gorilla.
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The Multi-Armed Bandit is a
classic exploration-exploitation 
tradeoff in reinforcement 
learning, where an agent must 
choose between exploiting the 
arms(options) with known high 
rewards and exploring other 
arms to discover even higher 
rewards potentially. These
algorithms iteratively update their 
strategies based on observed 
rewards, gradually converging 
towards the most rewarding arm 
while still exploring to refine their 
knowledge.
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