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Background
● Deep Neural Networks (DNNs) are under high security risk when a large

amount of sensitive data is used for training. For example, some business

organizations apply DNNs to analyze the medical history of their customers.

● Membership inference attacks (MIAs) are designed to target such DNN

models. They take the predictions or gradients during inference as input to

determine if a specific data is part of the model’s training set. We apply

Trusted Execution Environments, which is a hardware feature in a

processor to secure DNN models.

● An overview of our research problem is illustrated below:

Secure DNN Applications on Edge
● An illustration of our secure system on edge is given below. Our system can

automate the process of securing PyTorch-based DNN models inside TEEs.

● Experiments on Raspberry Pi 3B+ show that our method can reduce the
accuracy of gradient-based MIAs and output-based MIAs when compared
with DarknetZ and vanilla models as shown below:

.

➔ The accuracy of gradient-based MIAs on AlexNet, VGG-16, and ResNet-20
evaluated on the CIFAR-100 dataset is reduced by 28.8%, 11%, and 35.3%,
respectively.

➔ The accuracy of output-based MIAs on AlexNet, VGG-16, and ResNet-20 is
also reduced by 18.5%, 13.4%, and 29.6%, respectively.

● The table below compares the memory and execution time per image on
Cifar-100 dataset with and without the proposed method:

➔ The memory sizes of all DNN models are reduced by four times. The execution
time of ResNet-20 protected by our method is even less than the vanilla one.

Trusted Execution Environment (TEE)
● TEE is an area on the main processor of a device that is separated from the

main operating system or the Rich Execution Environment (REE). We apply

OP-TEE (Secure operating System) on Raspberry Pi 3B+ with support of

TrustZone-A technology as our implementation of the TEE.

Problems of using TEE to protect data privacy

● The protected hardware resources in a TEE are constrained. It is impossible

to deploy a DNN model with a large number of parameters into TEE. The

computational cost in TEE is relatively high compared with that in REE

because the popular OS of TEE only enables CPU with very limited memory.

● Our approach is to split the inference process of a model between the REE

and the TEE. It also employs depth-wise partitioning of layers and model

quantization to make deployment of DNNs in TEEs feasible.
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