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• The research proposes an end-to-end framework for evaluating XAI techniques for

network intrusion detection tasks, assessing both global and local explanations.

• Six different evaluation metrics are analyzed for two popular black-box XAI techniques,

SHAP and LIME, under three network intrusion datasets and seven AI models.

• The source codes of the evaluation framework are released to the community, serving as a

baseline for XAI evaluation in network intrusion detection and encouraging further development

with new datasets and models.

• The research focuses on the increasing need for artificial intelligence (AI) techniques in

intrusion detection systems (IDS) due to the rising number of network intrusions.

• The utilization of explainable AI (XAI) methods is crucial for enhancing the transparency

and interpretability of AI models in real-world IDS.

• The study introduces an end-to-end framework for evaluating black-box XAI methods for

network intrusion detection, aiming to provide insights into the strengths and limitations of

these techniques.

Introduction

• The lack of interpretability in current AI-based IDS poses challenges for security analysts,

requiring them to sift through large volumes of data to identify abnormal behaviors.

• Achieving high accuracy in results and providing comprehensible explanations for AI

algorithms are essential in network intrusion detection to build trust and understanding

among security analysts.

• XAI frameworks play a vital role in assisting analysts by elucidating AI decisions,

facilitating efficient investigations, and ultimately saving time for human security analysts in

network security tasks.
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the predictions of any machine 
learning classifier (github.com)

• Creation of a novel end-to-end framework for evaluating XAI techniques for network

intrusion detection tasks, assessing both global and local explanations.

• XAI techniques still need improvement in the six metrics to be applied in a production

environment, but this work is an important step in this direction.
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