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A randomized mechanism 𝑀 𝑋 is 
(𝜀, 𝛿)-Differential Privacy if for any 𝜀, 𝛿 > 0,

ℙ 𝑀 𝑋 ∈ 𝑆 ≤ 𝑒!ℙ 𝑀 𝑋" ∈ 𝑆 + 𝛿,

𝜌 − 𝑧𝐶𝐷𝑃 if for any 𝜌 ≥ 0 and for all 𝛼 ∈ (1,∞),
𝐷#(𝑀(𝑋)||𝑀 𝑋" ) ≤ 𝜌𝛼,

where 𝐷# is 𝛼-Renyi divergence,
for any databases X,X’ such that d(X,X’) ≤ 1

Smaller Privacy Parameters (𝜀, 𝛿) 𝑜𝑟 𝜌 ⟹ Stronger Privacy

BUT THE SAME SPIRIT:
Any Pair of Input Data X,X’ with ONE DIFFERENT ENTRY is
Difficult to distinguish by observing the output of 𝑀.

Motivation

Generalized Optimal K-norm mechanism achieves 𝜀-semi DP with 
the least additive noise, so optimal! 

T(X): True Population for each state, the District of Columbia and 
Puerto Rico
⟹ semi-adjacent parameter 𝒂 = 𝟐

Census Advertised: 𝜌-zCDP with 𝜌 = 0.213
Semi-DP framework: 𝜌-zCDP with 𝜌 = 0.852

-What happens if true statistic T(X) is published along with DP M(X)?
-Especially, what if there is no neighboring data X,X’ s.t. T(X) = T(X’)? That is,

𝑿,𝑿" : 𝑻 𝑿 = 𝑻 𝑿" 𝒂𝒏𝒅 𝒅 𝑿,𝑿" ≤ 𝟏 = 𝝓
We propose a framework semi-DP, which properly accounts for the combination of private and non-private releases.

Under semi-DP we derive optimal mechanisms under a variety of scenarios.

Given semi-adjacent parameter 𝒂, our semi-DP makes difficult to 
distinguish any pair of data in

𝑿,𝑿! : 𝑻 𝑿 = 𝑻 𝑿! 𝒂𝒏𝒅 𝒅 𝑿,𝑿! ≤ 𝒂

Gaussian Mechanism achieves 𝜇-semi GDP with less noise than 
naïve approaches
Additive Gaussian noise can also achieve (𝜀, 𝛿)-DP and 𝜌-zCDP

Preliminary

Definition of Semi-DP Mechanism Design

Analysis on US 2020 Census

Goal: Add the least noise and achieve the target privacy parameter

-Differential privacy has strong guarantees, but is not
always implemented exactly

-For example, US Census publishes a combination of DP
and exact statistics

-Currently NO satisfactory method of quantifying the privacy
in such settings
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