
Figure 4. Proportion of models with standardized 
machine-readable performance claims. Organized by 
PTM task type.
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Figure 3. Diagram of the four-stage decision making model for PTM reuse. 

The software engineers we interviewed broadly followed four steps. 
1. Identify a task and determine if reuse is appropriate. 
2. Select an architecture and a particular PTM. 
3. Apply reuse techniques and evaluate model performance – a potentially repetitive stage. 
4. Deploy the models.

Figure 1. Package download rates comparing two software 
package registries, NPM and PyPi, with the leading DL model 
registry, Hugging Face.  

Motivation

Figure 5. Percent of models using a particular 
architecture or trained on a specific dataset.

Figure 6. Data collection and processing workflow for PTMTorrent. 
We standardize data and metadata based on a common 
PTMTorrent data schema.

Table 1. 
Number of 
models and 
storage size for 
each collected 
model registry.

Figure 7. PTMTorrent’s data schema. Grey boxes: general schema shared by 
each model hub. Colored boxes: customized schema for hub-specific data.
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vSupporting future 
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Methodology

Figure 2. Relationship between RQs and methodology.  

Figure 2. Components of traditional packages and PTM packages

Implications
vModel audit: large-scale measurements
v Infrastructure: recommendation systems

vPTM standardization: Information extraction, ONNX
vAdversarial attack detection: detection tools
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