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Feedback Snooping

Sends one out
of 2௡ோ messages

1. Calvin is Causal – Knows only 𝒙𝟏 𝒙𝟐 𝒙𝟑 ⋯ 𝒙𝒌 ? ⋯ ?

2. Codebook C used by Alice

Calvin snoops and knows 

𝒚𝟏 𝒚𝟐 𝒚𝟑 ⋯ 𝒚𝒌ି𝟏

At channel use 𝑘

3.

𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒙𝟒 ⋯ 𝒙𝒏

Transmitted Codeword

Adversary power constraint : 
wt 𝑎ଵ, 𝑎ଶ, 𝑎ଷ … , 𝑎௡ ≤ 𝑛𝑝 on 

average  
Calvin can make up to 𝑛𝑝 bit-flip attempts  Goal : What is

the capacity 
𝐶(𝑝, 𝑞) ?

Binary Symmetric Channel
BSC(p)

BSC Capacity :

Channel Capacity = Maximum Rate of Reliable Information Transfer

XOR

XOR

• Fix BSC cross over prob 𝑞

• For 𝑝 below some threshold, 𝐶̅(𝑝, 𝑞) convex and equals BSC(𝑝 ⋆ 𝑞) capacity
• For 𝑝 above it, 𝐶̅(𝑝, 𝑞) tangent to BSC(𝑝 ⋆ 𝑞) capacity

• 𝐶̅ 𝑝, 𝑞 = 0 above 𝑝 =
ଵ

ସ

FUTURE WORK

• Investigate if upper bound is achievable
• Consider the case of transmitter with feedback

• A guess – cut-off point for p moves to 𝑝 =
ଵ

ଷ
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𝑠 =
𝑝̅

𝛼
(1 − 𝑞) + 𝑞 1 −

𝑝̅

𝛼

𝒆𝟏 = net error vector due to 
Calvin and BSC(𝑞)

Looks like BSC(s) noise

𝑥ଵ 𝑥ଶ ⋯ 𝑥κ ⋯ ⋯ 𝑥௡

κ ≈ 𝛼𝑛

BSC
௣̅

ఈ

BSC 𝑞

𝒙𝟏 = (𝑥ଵ, 𝑥ଶ, ⋯ , 𝑥κ)

𝒚𝟏 = 𝑦ଵ, 𝑦ଶ, ⋯ , 𝑦κ = 𝒙𝟏 ⊕ 𝒆𝟏

𝒙𝟐 = (𝑥κାଵ, ⋯ , 𝑥௡ିଵ, 𝑥௡)

w.h.p

𝑛

For κ ≈ 𝛼𝑛 channel uses, Calvin “babbles” i.e. simulates BSC
௣̅

ఈ

Calvin’s Attack Phase 1 – Babble Phase

Each 𝑥௜ ∈ 0,1

𝒚𝟏

(𝑠 − 𝜖)κ

(𝑠 + 𝜖)κ κ ≈ 𝛼𝑛 Goal : 
Confuse Bob 

between 𝒙
and 𝒙෥

𝒚𝟐

𝒙𝟐෦

PUSH

𝒙𝟐

Calvin picks confusion codeword
𝑥෤ ∈ 𝐵௬భ

randomly

𝒙𝟐 = 1 1 0 1 0 0 1    1    0    1    0

𝒙𝟐෦ = 1 0 1 1 0 1 1    1    1    1    0

𝒚𝟐 = 1 1 1 1 0 1 1    1    0    1    0

𝒚𝟐 is now midway between 𝒙𝟐 and 𝒙𝟐෦

Example : Flip at these two positions

Calvin’s Attack Phase 2 – Push Phase

We show an upper bound
𝐶 𝑝, 𝑞 ≤ 𝐶̅(𝑝, 𝑞)

𝑝

1 − 𝑝

𝑝

1 − 𝑝
0

1

0

1

𝐶 𝑝, 𝑞 ≤ min
௣̅∈𝑷

 𝛼 𝑝, 𝑝̅, 𝑞 1 − ℎଶ

𝑝̅

𝛼
1 − 𝑞 + 𝑞 1 −

𝑝̅

𝛼

𝛼 𝑝, 𝑝̅, 𝑞 = 1 − 4(𝑝 − 𝑝̅)
𝑷 = 𝑝̅: 0 ≤ 𝑝̅ ≤ 𝑝

𝐶 = 1 − ℎଶ(𝑝)

Pr 𝑌 = 0 𝑋 = 0 = Pr 𝑌 = 1 𝑋 = 1 = 1 − 𝑝
Pr 𝑌 = 0 𝑋 = 1 = Pr 𝑌 = 1 𝑋 = 0 = 𝑝




