
• Utilizes both unigram and bigram signals using a
Convolution Neural Network.

• AA-CNN-PC consists of an auxiliary layer to classify
predators.

• Hyperparameters:
• Feature Map size = 100
• Kernel size = [3, 4, 5]
• Character n-gram embedding dimension = 100 
• Dropout after Embedding layer = 0.5

• Trained for 50 epochs with a minibatch size of 32, using the
Adam gradient method.

• Loss function = Negative Log Likelihood for both models.
• Loss function for the AA-CNN-PC:
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Abstract
Authorship Attribution (AA) of written content presents
several advantages within the digital forensics domain. While
AA has been successful when applied to long documents, recent
works have shown improved performance of neural AA models
on short texts such as tweets and online conversations
(Schwartz et al., 2013; Ruder et al., 2016; Shrestha et al., 2017).
Concurrently, the rise of social media as well as a plethora of
chat messaging platforms have made it easier for teenagers to
be vulnerable to online predators. In this work, we present a
new model to attribute authors to messages from a corpus
consisting of chat conversations, some of which involve online
predators, and perform subsequent analysis of neural
representations of messages. Our results show comparable
performance to prior work for Authorship Attribution and
highlight differences between predatory and non-predatory
message styles.

Model DMAS
AA-CNN 0.021 (t = 1048.3, p = 2.2x10-16)

AA-CNN-PC 0.025 (t = 1285.8, p = 2.2x10-16)

Model 10 
Authors

50 
Authors

Ruder et al., 2016 0.525 0.3524
Shrestha et al., 2017 0.588 0.4474
Ours (AA-CNN) 0.557 0.4382
Ours (AA-CNN-PC) 0.549 0.4484

Model Architecture

• Consists of messages from predators and non predators.
• Collected from PAN 2012, and Perverted Justice.
• A set of 50 authors is randomly selected with a train-dev-test

split of 400-100-100.

Results Summary

Methodology

Analysis of Encoded Message Style References
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• Both model give comparable performance relative to Baselines
(Improvement in 50 Author set & Second best in the 10 author
set.

• Models were further probed by investigating the differences
between Encoded messages from Predators as well as Non
Predators.

• Difference measured by the change in Mean Avg. Similarity
(DMAS ) of pred. messages to other pred. messages versus pred.
messages to non pred. messages.

•

• DMAS showed that the simple AA-CNN model implicitly learned
the difference between predator and non-predator style.

t-SNE projections of messages in AA-CNN

Architecture of AA-CNN Architecture of AA-CNN-PC

MAS for predators with predators and non predators (resampled)
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