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ABSTRACT

Recent distributed denial of service attacks have demon-
strated the difficulty with tracing network attackers on the
Internet and simultaneously led to calls for development of
systems to track network traffic to its source. Tracking net-
work traffic is difficult because of two basic technigues used
to obfuscate the source of the traffic: spoofing and redi-
rection. In this paper, we examine the desirable properties
of network traffic tracking systems (NTTS) from both the
technical and social perspectives. An analysis of the fea-
sibility of a system with these properties in a number of
increasingly open network models leads us to a number of
conclusions. First, NTTS may be very successful in rela-
tively closed environments where there is strong control of
the infrastructure, and there is no expectation of privacy.
Second, in an open, global Internet, it is not be feasible to
deploy a perfect NTTS. Third, if a perfect NTTS for the In-
ternet is not possible, how do we evaluate the consequences
of deployment of an evadeable NTTS.
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1. INTRODUCTION

Recent distributed denial of service attacks have demon-
strated the difficulty with tracing network attackers on the
Internet and simultaneously led to calls for development of
systems to track network traffic to its source. We call these
proposed systems, network traffic tracking systems (NTTS).

We consider the area of network traflic tracking a new
paradigm in network security because there has been little
past work, to some extent, we are going against the relatively
well researched topic of network anonymity, and we feel the
problem is not well characterized. The majority of the past
work([7, 15, 19] is directed at tracing spoofed packets and
denial of service attacks. Only three known works([13, 20,
21, 23] address the tracing of attacker’s actions through the
network. Another factor is that while there are a substantial
number of works that aim to ancnymize network access, no
work discusses ways to do the inverse. Finally, instead of
dwelling on one or two well known problems, we hope ta
consider the larger problem of network anonymity and what
are consequences of systems that attempt to eliminate it.

The development of NTTS is not just a technical issue.
There are issues of privacy and control of the system. In a
system that covers the Internet, how does its multinational
nature and distributed control make an effective NTTS pos-
sible? Furthermore, if an NTTS is less than perfect, how do
we justify the cost of a system that only catches the dumb
criminals?

We feel that this is an excellent topic for the new secu-
rity paradigms workshop for a number of reasons. First, it
is a very young area to which few in the field have given
much thought. Second, there is need for consensus building
around terms and the desirable properties that make up the
area. Third, our submission is likely to create a good deal
of debate about the need for systems which are likely to
be fallible for the foreseeable future. Finally, there is some
merit to the idea that we do not need more secure networks,
rather we need methods of determining who is accountable
for an action on the network thereby deterring attacks in
the first place.

2. ANONYMITY IN THE NETWORK

Informally, anonymity in the network is achieved by using
two basic methods: spoofing and redirection. Spoofing in
this context means to lie about the source of some piece of
network traflic. Redirectior means that a network entity
receives network traffie, possibly modifies it in some way,
and then resends the traffic. These methods may be used at



various levels of a protocol stack in order to obfuscate the
source of the traflic that the protocol carries.

Spoofing attacks are most closely tied to attempts to ex-
ploit trust relationships where anonymity is simply a by-
product of the attack [16, 1]. Spoofing is used for anonymity
in many denial of service attacks including the recent dis-
tributed denial of service attacks[11, 9] and classic ones[4,
6, 5, 3] as well.

Redirection is also used to hide the source of network traf-
fic. Legitimate systems such as Crowds[18] and Onion Rout-
ing{17] use it along with encrypting the contents the traffic
to decouple the true source of the traffic from the receiver
and possible eavesdroppers. Network attackers use a com-
mon form of redirection to hide their network access point.
To do this, the attacker logs into a number of hosts in a
serial fashion so that their user session is redirected from
one host to the next. The attacker then launches his attack
from the final hest in the chain so that the source address
of the trallic is that of the final host. To make it even more
difficult to trace, the attacker may use subverted hosts in
many different jurisdictions and may delete useful logs from
the hosts.

2.1 A Simple Model of the Problem

‘We have developed a high-level model of anonymity in the
network that illustrates the depth of the problem and unifies
the many instances of the problem observed by others. It
should be known that this model is a work in progress and
that we are continuing to further formalize it.

We introduce the model by recalling the OSI Protocol Ref-
erence Model. For a good treatment of the model, consult
Tanenbaum'’s textbook on networking[22]. A protocol stack
is made of a number of layers each using the services of the
layer below to provide services to the layer above. In the
OS5I model, the protocol stack is composed of 7 layers from
the physical layer up to the application layer. In the stack,
entities at layer » on one nede use the services at layer n—1
and below to transfer flows of information to other layer n
entities on some other node.

As seen in Figure 1,We base our model on the OSI Ref-
erence Model, but we add a layer to the top called the User
Session Layer. The User Session Layer models the behavior
of user login session in which a user logs into a node by way
of some application, performs some action, and eventually
logs off. As will be described later; this addition allows us
to model so-called “island hopping” where an attacker logs
into a number of hosts in serial in order to hide his iden-
tity. In the case where a flow neither originates with nor
is bound for the current node, the flow may be forwarded
(and possibly modified) by some level of the protocol stack
towards its destination. We call the mechanisms that han-
dle redirections, relays. Redirection of traffic seems to be
the fundamental feature of computer networks and also ap-
pears to be the fundamental method for gaining network
anonymity. The relay can make a flow’s source difficult to
determine by replacing the source information with its own
as it relays the traffic. Determining the source of a flow is
also made difficnlt because a relay may provide no backward
looking information When looked at from this perspective,
spoofing is not really the problem since anyone trying to
gain anonymity will not volunteer their identity if possible.

Somewhat more formally, we define a relay to be an entity
at some level of a protocol reference model that accepts a
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flow from the network, possibly modifies it, and passes it on
to another node on the network. At any given time, a relay
may directly accept traffic from some inpui set of nodes and
output to some output sel of nodes.

We will now demonstrate how the relay concept applies to
several known anonymization techniques used in networks.
An attacker uses IP spoofing to anonymize IP packets by
simply setting an incorrect source IP address in the header
of the packet and then sends the packet across the network.
In this case, the routers that transfer the packet are modeled
as relays. The relays just forward the traffic on to their
neighbors according to their routing tables. As the packet is
forwarded through more routers, the set of possible ultimate
origin nodes becomes larger. To see this, consider a packet
outward bound at an organization’s horder router. Most
likely, the packet must have been sent by node within that
organization. However, The same packet observed two hops
further inside the organization’s Internet service provider
(ISP) may have been sent from any host serviced by the
ISP.

So called island hopping attackers hide their source by
logging in te a number of machines in serial fashion. The
relays here occur at the User Session Layer described above.
Anonymity is gained because the user appears to be coming
from the last host in the chain, and it is likely that the input
set for relay is quite large. Another similar approach used by
attackers is Lo an application specific proxy. In this case, one
or more Application Level relays are established and used
in series. Finally, anonymity systems such as onion routing
use a combination of Application Level relays and Session
Layer relays that cryptographically modify the flow as it is
forwarded.

To see just how difficult a problem an NTTS can face,
consider that many technigues can be used together at dif-
ferent layers of the protocol stack. Clearly, new research
needs to be done to more fully understand these problems
and how to better address them. We plan to continue to
formalize this model with the hopes that it will guide future
development of NTTS and allow us to make broad claims
about network anonymity and systems that deal with it.

3. PRIVACY INTHE REFERENCE MODEL

One observation that we have made is that as the pro-
tocol stack level of the relay increases towards the top, the
information involved becomes more privacy sensitive. To
see this, consider an NTTS that is operating at the Network
Layer to trace spoofed packets. Such a system need not be
concerned with anything but enough information to identify
a packet and the address from which the packet originated.
In fact, the contents of the packet could be encrypted and
it should not matter to the NTTS. In contrast, an NTTS
built to trace through application or anonymization proxies
is in an ideal position to detailed personal information such
as profiles of web sites visited, newsgroup subscriptions, and
electronic mail contacts.

4. DESIRABLE PROPERTIES OF ANNTTS

This section tries to list the desirable properties of an
NTTS. For each there is a short discussion of its importance.
Many of these properties are clearly not orthogonal to each
other in the sense that there are tradeoffs between them. For
instance, a system that is less precise may be more accurate
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because it makes fewer mistakes.

4.1 Accuracy

Accuracy is certainly a desirable property of an NTTS. In
this case, we define the accuracy of an N'I'TS as the prob-
ahility that the source found for a certain piece of network
traffic will be correct. The accuracy of an NTTS may have
deep consequences for its use. For instance, a highly accn-
rate system might be sufficient to get a search warrant when
used to trace a widespread denial of service attack, but less
accurate system may not be sufficient. The issue is how ac-
curate must such a system be and how do we determine its
accuracy in the real world.

4.2 Precision

Even if the NTTS is highly accurate, it does not mean
the NTTS always finds the source with the same level of
specificity. We call precision the level of specificity with
which an NTTS can determine the source. For instance, the
source could be specified as a process, host, or subnetwork.
Alternatively, it could even be in terms of physical location
of the source[10]. Precision might vary widely even within
the same system and between traces depending on the steps
taken by an individual to hide his tracks. For instance,
a system might be thwarted by a savvy user wusing onion
routing[17] system and therefore only be able to link the
trace to any user of said system. Alternatively, the same
system might easily trace a user to the host he was using.

4.3 Resist Subversion

To be accurate and precise, an NTTS must resist sub-
version by those wishing to hide the source of their traffic
(and others). After all, if someone does not wish to hide the
source of traffic, they are free to use the network in the usual
manner. The notion of an NTTS is not meaningful unless
there are methods to lie about or misrepresent the source of
network traffic.

4.4 Low Overhead

An NTTS used in the real world might consume consid-
crable network and other resources. These resources in-
clude network bandwidth and processing time and storage
(volatile and non-volatile) on network components.

It is desirable that an NTTS consume as few of these re-
sources as possible. Consumption of too much bandwidth
by an NTTS will limit the usefulness of the network. If an
NTTS uses excessive processing power on a router, it may
cause dropped packets or slow the switching process thereby
adding latency to the network. Interestingly enough, adding
latency is the reason often given for not enabling egress fil-
tering to prevent the spoofing of packets. An NTTS that
requires large amounts of volatile storage may add cost as
discussed below or cause network components to operate
more slowly while coping with the increased demand. An
NTTS would likely use non-volatile storage for keeping long
term records of the origin of traffic. It is important that
an NTTS store the origin information succinctly because
the amount of non-volatile storage available along with the
amount of traceable traffic dictates the traceability of older
traffic.

Another important aspect of resonirce usage is how the re-
source is used. For instance, an NTTS may consume some
resource for every TCP conuection sent on the network. We



call this traffic-based usage because the resource usage is a
non-constant function of the traffic on the network. Alter-
natively, a resonrce may be used only when doing a specific
trace and not for every piece of traffic being passed over
the network. We call this trace-based usage. Most conceiv-
able and known NTTS will use rescurces in both of these
manners but may make different trade-offs between the two.

4.5 Low Cost

The cost of implementing and operating an N'TTS should
be as low as possible. If a solution is too costly, then it
may never be implemented or only implemented as costs for
components drop.

4.6 Scalability

Scalability is important in any widely deployed NTTS.
Proposed solutions work to some extent, but would be too
expensive or infeasible in very large networks. Along the
same lines as scalability, many suggested NT'TS fail to con-
sider partial deployment. If a system requires that all exist-
ing infrastructure be modified before becoming useful, it is
unlikely to be deployed. For this reason, an NTTS should
work without total deployment although likely with some
caveats such as reduced precision or accuracy.

4.7 Realtime

A realtime NTTS requires that the network traffic to be
traced is being received during the trace. In order to use a
realtime N'TTS, one must first detect the traffic, decide that
it is worth tracing, and do the trace. It is desirable that
an NT'TS support non-realtime tracing so that an adminis-
trator may determine the source of network traffic for some
time after it is received. This allows for after the fact tracing
of an attack that was not detected while it was in progress.
One obvious problem with supporting non-realtime tracing
is that it requires storage of trace data which consumes stot-
age and possibly bandwidth resources.

4.8 Privacy and Control

The social requitements of a widespread NTTS are pri-
marily privacy and control. Privacy matters revolve around
what information is stored about individuals, their network
traffic, and consequently can be inferred from the traffic.
Aunother issue of privacy is not anly what data is stored but
where it is stored and for how long. There is the obvious
tradeoff of the non-realtime NTTS need for storing data for
long periods of time versus the increased risks to privacy
that such data storage poses.

Control of an NTTS refers to both a mechanism for con-
trolling access to those authorized to trace network traffic
and an authority or authorities consisting of people who
manage this mechanism and determine who is authorized.
There are several possibilities here including government,
organizational, and recipient control. Governments and or-
ganizations may control NTTS’s, but what does this mean
when the traffic extends beyond the jurisdiction of these en-
tities? If a government controls the system, what is needed
to do a trace? Recipient control is an attractive approach
considered in some recent work|2]. In this case, the recipient
of the traced traffic fiow receives the trace datz and hence
controls access to if. While this may be preferable for an
NTTS geared towards tracing distributed denial of service
attacks[2], it may compromise an email anonymizer for use
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by whistle blowers.

5. ACHIEVABILITY OF OUR DESIRABLES
IN MODEL ENVIRONMENTS

In the following, we rudimentarily describe three basic
model environments{8] in terms of the ability of a manag-
ing organization to control the hosts and the network that
connects them. We also consider the achievability of our
desirable features in each of these environments.

5.1 Closed Model

The closed model is managed by a central authority that
controls both the hosts and the networks within it. It is not
connected to networks ouiside its control. The authority
may customize bost software and operating systems, man-
date network topology, and modify network components as
it sees fit.

In this model, we are free to modify the hosts and net-
works to maintain and report the information needed to
track network traffic at all levels. There is control over the
origination point of the traflic, the network it travels over,
and the recipient.

In this model, it is fairly clear that a precise and accurate
NTTS may be developed to track network traffic. By con-
trolling the behavior of hosts in this environment, it should
be possible to mark network traflic with its origination point
when it is sent and then log the information on receipt. If
sufficient audit trails are available, it may even be possible
to link traffic to a specific user identifier. This is one possi-
ble solution that could be implemented by simply requiring
protocols such as IPsec with authentication|14].

If we are free to modify this host as necessary, overhead
should be negligible and limited to the storage needed to
maintain an audit trail. Similarly, cost of implementation
may be high, but operational costs should be negligible.
Scalability is not so important as closed networks are prob-
ably limited in size.

The issue of privacy in the closed network is probably not
very important because users are unlikely to have any expec-
tation of it. They are likely to be employees of the central
authority and may have signed away such expectations away
in advance. Control of the tracking information may nev-
ertheless be sensitive, and we have a central anthority that
can manage access in this event.

Tracing high level flows in the closed model is probably the
easiest of those we present. This is because we control the
end points and can therefor modify even high level protocols
or use approaches similar to the Caller Identification System
for the Internet[13). In this case, a recursive version of the
ident[12] protecol is created for tracing user sessions that
are anonymized by island hopping. Similarly, low level flows
should pose no more (probably less) difficulty to an NTTS

in a closed environment.

5.2 Academic Model

The academic model is one where there is a central an-
thority that has control of the network that connects hosts
or small subnets of hosts but not of the hosts themselves.
One possibility that has been suggested for such situations is
to modify network traffic as it enters the network to indicate
its source.

In this model, we still control the network infrastructure
80 we may be able to trace with subnet-level or possibly



hest-level precision. Since the user may be able to forward
traffic through hosts with arbitrary modifications (such as
encryption), it may be very difficult to trace traffic to its
ultimate source. Because of this, the accuracy of network-
oriented systems will rely on the frequency of use of such
obfuscation techniques and our ability to build systems that
can correlate traffic that is being forwarded in such a man-
ner.

Overhead of an NTTS in this scenario would likely be
quite high in terms of processing time in routers and other
network components. Such components would necessarily
cost more than conventional routers. It is unclear how much
bandwidth would be consumed in this sitnation.

Scalability becomes important in this model, but it is
likely that most practical solutions would scale to such an
environment, but possibly to one no bigger.

Privacy becomes an issue in the academic model. It is
likely that there are multiple groups of users and that those
users have differing expectations of privacy. We do have a
central authority that can control access to private informa-
tiomn.

In the Academic Model, tracing lower level flows, such
as at the Network Layer, should remain possible since we
control the internetwork. However, it may be considerably
more difficult to trace higher level flows because we do not
control the hosts which make useful relays for the higher
level protocols. Work such as that by Staniford-Chen([20]
try to overcome this but are easily evaded. Future work is
important to determine how reliably and under what condi-
tions we can trace high level streams using network control
alone.

5.3 Internet Model

The internet model is one where no one authority controls
the hosts or the network. There are many uncooperative
authorities in control of relatively small sections of the net-
work. The subnetworks all rely upon common, standardized
protocals to interact with each other.

It is unclear that we can build a highly accurate and pre-
cise NTTS in the wide open internet model. The only thing
that is shared among them is the set of shared internetwork
protocols. We must therefore consider modifying the inter-
network protocols to provide traceability.

Issues of cost and overhead are not clear cut in this case.
If the protocols require replacement of network components
such as routers then the cost wonld be quite substantial.
Similarly, the new protocols should not significantly strain
the routers as this would add overhead to the network in
terms of latency and bandwidth.

The problem with modifying the internetwork protocols
is that in order for the changes to be practical, the solution
must scale to millions of networks and rust be partially de-
ployable. Such a protocol modification must be lightweight
and store trace data at the end points in order to scale well
and provide an after-the-fact solution. Also, it is impractical
if not impossible to upgrade ali components on the Internet
at once and so the solution must be partially deployable.

The problem with a partially deployable NTTS based on
modified protocols is that it may be difficult to compel all
networks to use the new protocols. This will inevitably cre-
ate safe havens running the clder protocols through which
users can redirect their traffic thereby defeating the NTTS
and leading to accuracy problems. Even if a router or other
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network compenent implements an NTTS, there is no guar-
antee that the component will actually run the NTTS. If
one considers the likelihood that an attacker is more likely
to control network components nearer him, we can see that
it will be very difficult to increase precision in this model.

The internet madel makes the privacy issues more com-
pelling. The answer to the questions of what data is stored
and where will be dependent on the NTTS, but it is likely
that the more workable solutions will deliver data about a
path to the recipient of the traffic. This leaves the door open
for abuse by sites that receive large volumes of user traffic.
Instead of being used for tracking attackers, the data might
be used for discrimination, marketing, or user profiling.

If the receiver of the traflic is not viable for storage and
control of privacy related data, some other authority might
be then considered. The problem is that in the internet
model, who would we give that authority? Clearly, the
multinational nature of the Internet makes any one govern-
ment inappropriate for the task. Also, it is not uncertain
that a central authority is feasible for such a task. It may
be that a disinterested central authority can control access
to the data without actually storing the data itself. For
instance, the authority might coordinate and store cryp-
tographic keys vsed to secure the data stored around the
network but not store the data itself. More research needs
to be devoted to maintaining privacy in the presence of an
NTTS.

In the Internet Environment, the only guaranteed com-
monality among the nodes is their use of standardized net-
work protocols such as IP. We are beginning to see modifi-
cations for IP that support an N'TTS for specialized types of
flows such as [P flooding attacks[2]. This is tenable because
the work addresses a very specific type of flow and takes
advantage of its volume. The technique is also tailored to
minimize resource usage in routers and hosts. It is doubtful
that higher level protocols can be handled in as lightweight
a manner as this.

6. CONCLUSIONS

We have given a high level overview of network traffic
tracking systems and the problem of network anonymity. By
introducing a simple mode! of the problem, we have shown
that the problem space is much more rich than anecdotal
evidence would suggest. We have listed and discussed the
desirable properties of such systems and analyzed them to
some extent in three model network environments.

It appears that development of a useful NTTS is consid-
crably easier in more closed environment where greater con-
trol of infrastructure can be had. More open models show
us that the problems become more difficult and may require
changes to basic protocols to implement traffic tracking.

Another interesting dimension of this discussion is how
our analyses vary in each environment as we consider the
difficulty of tracing higher level flows versus lower level ones.
As the environments become more open, higher level flows
seem to become more difficult.

It appears that in the arbitrary world of the Internet,
NTTS’s will remain subvertible and quite possibly an affront
to privacy. We must therefore ask ourselves if the benefit of
a subvertible NTTS in catching sloppy or ignerant attack-
eis can be offset by the substantial costs and privacy risks
inherent in such systems.
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