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ABSTRACT


The rapid growth of communication environments such as the Internet has spurred the development of a wide range of systems and applications based on peer-to-peer ideologies. As these applications continue to evolve, there is an increasing effort towards improving their overall performance. This effort has led to the incorporation of measurement-based adaptivity mechanisms and network awareness into peer-to-peer applications, which can greatly increase peer-to-peer performance and dependability. Unfortunately, these mechanisms are often vulnerable to attack, making the entire solution less suitable for real-world deployment. In this dissertation, we study how to create robust systems components for adaptivity, network awareness, and responding to identified threats. These components can form the basis for creating efficient, high-performance, and resilient peer-to-peer systems.
1 INTRODUCTION

The rapid growth of communication networks such as the Internet and ad hoc wireless mesh networks has spurred the development of numerous collaborative peer-to-peer (P2P) systems. These systems employ distributed resources to achieve some end goal in a distributed manner. The nodes in the system act as equals, simultaneously functioning as both clients and servers. Each node provides part of its own resources (storage, network bandwidth, etc.) in order to facilitate the goal of the overall system such as providing video content or creating shared collaborative spaces. As more nodes arrive in the system, greater demands are made of the system, but further total capacity is also added by the sharing of individual node resources. This allows the systems to efficiently scale to hundreds or even thousands of users and support a wide variety of usage patterns. This scalability, flexibility, and power drives the growth of peer-to-peer systems and the desire to identify further applications which can effectively use this computational model.

In order to understand the current popularity of peer-to-peer systems, one just has to examine the applications which they make possible. The following applications, while just a subset of the myriad of possible peer-to-peer applications, have been identified as some of the most useful and promising:

- **File Download and Distribution** Currently, one of the most common uses of peer-to-peer applications is sharing files between network participants. Each participant has the ability to download files and is expected to provide files for download, distributing the cost and system load over multiple users. Besides load balancing, the applications provide robustness against nodes leaving the network and node failure as multiple copies of the data are often stored across the system. Example systems include BitTorrent [1], Emule [2], Gnutella [3],
Direct Connect [4], and OpenNap [5]. Each of these systems claims user membership in the millions, with thousands of active users per day.

- **Voice over IP** Systems such as Skype [6] utilize a peer-to-peer model in order to efficiently scale to millions of nodes (customers) without the need for fixed infrastructure.

- **Video Broadcasting and Real Time Television** These applications provide the ability to efficiently multicast video on demand to a large number of users. The use of peer-to-peer technology allows the systems to scale by distributing processing and bandwidth loads. Moreover, some of these systems are adaptable to network conditions, providing increased throughput and connectivity over a traditional server-client model. There has been a considerable amount of research and commercial interest in video multicasting, resulting in systems such as End System Multicast (ESM) [7], Scribe [8], SplitStream [9], Nice [10], Overcast [11], Bullet [12], Chainsaw [13] and CoolStreaming/DONet [14]. Along with on-demand video, there recently has been an explosion of interest in real-time peer-to-peer streaming of audio and video, resulting in systems such as SOPCast [15], PPLive [16], PPStream [17], TVAnts [18], QQLive [19], Feidian [20], Mysee [21], Pdbox [22], PPMate [23], UUSee [24], VGO [25], CTV [26], StreamerOne [27], TVUnetworks [28], Joost [29], Veoh [30], and Zattoo [31].

- **Distributed Computation and Data Processing** Projects such as Folding@home [32] utilize the unused resources of each node to study computationally and storage intensive applications such as protein folding, DNA sequencing, and star analysis. Computing power previously realized only in high cost supercomputing centers can now be harnessed for a fraction of the cost using individuals’ personal computers.

As the number of networked devices is forecasted to reach 15 billion by 2010 [33], peer-to-peer systems will only continue to grow in importance.
1.1 Motivation

As peer-to-peer systems continue to evolve, there is an increasing focus on creating high-performance systems. This desire for performance has led to the incorporation of adaptivity mechanisms and network awareness into current systems. Adaptivity mechanisms allow the systems to satisfy changes in user requirements or fulfill performance guarantees under changing conditions by dynamically changing the system structure. This fluidity allows the application to improve suboptimal system structure resulting from random initial neighbor selection, aggressive partition repair, group membership changes, and transient conditions in the underlying physical network. Additionally, an increasing number of peer-to-peer applications are designed to be network aware and not blindly choose neighbor nodes at random. In order to avoid excessive network measurements or the overhead of reactive routing protocols, applications depend on accurate and efficient services that allow hosts on the Internet to determine network properties such as the latency between nodes. The use of virtual coordinate systems to enable peer-to-peer applications to accurately and efficiently select the best nodes for a desired task is one concrete example of such a service. Both adaptivity and network awareness have been shown to significantly improve peer-to-peer system performance.

In contrast to great deal of research that has resulted in the rapid creation of high-performance peer-to-peer solutions, little work has focused on creating robust and resilient peer-to-peer systems. While the inclusion of adaptivity and network awareness can greatly increase the performance and dependability of peer-to-peer applications, care must be taken not to introduce new attack vectors in which the attacker is able to target these system components. Unfortunately, in many of the proposed systems, these mechanisms are vulnerable to attack, making the system unsuitable for real-world deployment. For example, one single malicious node attacking the adaptation mechanism of the system can significantly impact the performance of the system.
Additionally, many of the current peer-to-peer systems and components were designed without security principles in mind [34]. This has left gaps in current system design, leaving the systems vulnerable to attack. This is especially troublesome as many of the peer-to-peer systems are designed to operate in open environments and have open memberships. Traditional security mechanisms, such as digital signatures and access control, are either not applicable or ineffective since the attackers have the necessary credentials to be a part of the system and cannot be mitigated using these mechanisms. It is therefore critical that integrating high-performance components into peer-to-peer applications leads to improved performance while remaining resilient to malicious activity.

1.2 Thesis Focus and Contributions

This thesis constitutes an effort to reconcile the performance and security of peer-to-peer systems through the development of robust system components. We identify and characterize three critical components we envision will form the basis for creating efficient, high-performance, resilient peer-to-peer systems: robust adaptation mechanisms, robust network awareness, and responsiveness to identified threats. For each component, we identify its associated security risks, provide techniques to make each component robust to malicious activity, and demonstrate how to effectively integrate it into current systems. Along with real-world experimentation, we provide analyses of the components in order to reason about their security and integration into peer-to-peer applications.

We summarize our key contributions:

- We demonstrate the vulnerability of adaptive system components and propose multiple solutions designed to prevent adversarially-induced mis-adaptation. We demonstrate the effectiveness of our solutions in the context of the unstructured multicast system, ESM [35], by incorporating robust adaptation tech-
niques into the system. In addition to real-world experimentation, we provide a theoretical analysis of the robustness achieved by our proposed design.

- We create a viable solutions for robust network awareness through the creation of a robust virtual coordinate system. We classify and demonstrate the vulnerabilities of decentralized virtual coordinate systems and create a robust solution by using spatial and temporal correlations to perform context-sensitive outlier analysis. In keeping with the design goals of virtual coordinate systems, our solution is efficient, distributed, and contain no trusted network components.

- We provide a viable solution for responding to threats once they have been identified in the peer-to-peer system. Through the aggregation of local information on malicious behavior, we utilize a robust reputation system to build a global reputation for each system node. Using this global reputation, the peer-to-peer system can take appropriate reactive steps to the malicious activity. We demonstrate the effectiveness of utilizing reputation systems in the context of the unstructured multicast system, ESM [35].

- We elucidate the impact malicious attacks against lower-level system components have on higher-level applications, showing how the system is only as strong as its “weakest link”. We demonstrate how the inclusion of components for robust network awareness into distributed information retrieval applications can optimize system performance in both non-attack and attack scenarios.

1.3 Thesis Roadmap

The rest of the thesis is organized as follows: We provide an overview of peer-to-peer systems and our adversarial model in Chapter 2. We demonstrate the vulnerability of adaptive mechanisms in peer-to-peer systems to malicious activity and provide solutions to mitigate this activity in Chapter 3. We identify virtual coordinate systems as one method to provide network awareness and demonstrate techniques to
increase their robustness to attack in Chapter 4. We provide a viable solution for responding to malicious activity through the integration of reputation systems into peer-to-peer applications in Chapter 5. We examine and experimentally demonstrate how peer-to-peer applications can benefit from our system components in Chapter 6. We review related work in Chapter 7. Finally, we present our conclusions in Chapter 8.
2 SYSTEM AND ATTACKER MODEL

In this chapter, we describe our basic system model and present the adversarial model under which we study the vulnerabilities of peer-to-peer systems and their components.

2.1 Peer-to-peer Systems

A peer-to-peer system constitutes a set of \( N \) nodes connected via a set of bidirectional virtual network links to form an overlay network. Each virtual link is composed of one or more physical links on the underlying network. Such networks offer properties such as functionality, performance, robustness, anonymity, or isolation that are not typically possible with the existing infrastructure.

Overlay networks can be divided into two basic categories: unstructured overlay networks and structured overlay networks. In unstructured overlay networks, there are no constraints in the selection of the neighbor set and no imposed constraints in the resulting overlay [36]. On the other hand, structured overlay networks create an overlay topology which offers pre-defined bounds and organizational invariants by constraining the set of nodes eligible to become neighbors of a given node [37, 38]. Unstructured overlay networks are often easier to maintain (as any network node can be chosen as a neighbor) and allow for greater flexibility and adaptability than structured overlays. However, the constraints imposed by the structured variant can guarantee average case performance and can make structured overlay networks easier to secure. In the end, the type of overlay network employed by a peer-to-peer system is highly dependent on the desired performance bounds and envisioned network stability.

In our work, we assume the overlay construction is completely self-organized, forming unstructured networks. No node has complete knowledge of the system
topology. While nodes can be connected through a variety of manners, we assume traditional wired links unless otherwise noted. In order to join the overlay network, a node \( n \) contacts a *membership server* and receives a small set of network nodes with which to communicate. This set of network nodes is known as a *neighbor*, *reference*, or *peer set* of \( n \). Also, depending on the application, the overlay often includes a dedicated source or seed which creates the initial data or traffic being disseminated through the network. Each of the nodes has similar functionality and often plays the role of both a server and a client.

### 2.2 Attacker Model

In general, attackers fall into two categories: outsiders and insiders. An outside attacker does not possess the credentials (*e.g.*, secret keys, digital certificates, *etc.*) necessary for passing the imposed authentication process and is prevented from accessing system resources. Inside attackers are those entities who have legitimate access to the system and can participate according to the system specifications (*i.e.*, authenticated entities within the system). As peer-to-peer application design often pushes functionality to end-nodes to achieve better scalability and performance, it makes these systems vulnerable to attack as trust is pushed to the fringes of the network where end-nodes are more likely to be compromised than core routers [39]. The open nature of peer-to-peer applications leads us to assume all attackers are insider as it is straightforward for an outsider to obtain legitimate credentials.

Examining insider attackers, we can further classify them based on their motivations: rational attackers performing egoistic actions designed to maximize their own benefit [40, 41] versus Byzantine attackers performing arbitrary actions from which they may not directly benefit [42, 43]. A common goal in the construction of many peer-to-peer systems is that of incentivizing nodes to faithfully follow system specifications and not manipulate protocols at the expense of system performance [44]. To achieve this adherence to the design specifications, systems employ various mea-
asures, such as the tit-for-tat schemes [45] or creating balanced messaging patterns in which all nodes share the same burden [46]. While it often achievable to obtain faithful participation from rational nodes, it is difficult to improve or repair systems that are vulnerable to Byzantine attackers as they do not respond to incentives [47]. Additionally, even if rational nodes are present, the presence of Byzantine nodes will exasperate their effect and exert a greater detrimental effect on the performance and stability of the overall system [47,48].

Due to these motivations, unless otherwise noted, we consider a constrained-collusion Byzantine adversary model similar to that proposed by Castro et al. [49], with a system size of $N$ and a bounded percentage of malicious nodes $f$ ($0 \leq f < 1$). The malicious nodes behave arbitrarily and are only limited by the constraints of the cryptographic methods deployed [50]. The set of malicious nodes may collude. We assume a malicious adversary has access to all data at a node as any legitimate user would (insider access), including cryptographic keys stored at a node. This access can be the result of the adversary bypassing the authentication mechanisms or compromising a node through other means. As malicious nodes have insider access, nodes cannot be completely trusted although they are authenticated.
3 CREATING ROBUST ADAPTIVE COMPONENTS

With the tremendous growth of the Internet, a wide range of applications taking advantage of peer-to-peer technologies have emerged in recent years. In fact, recent studies indicate that over 60% of all Internet traffic is generated by peer-to-peer systems [51]. As these applications are often deployed in rapidly changing environments, *adaptive components* have become critical building blocks, enabling them to satisfy system requirements under changing conditions.

To provide increased performance and fault tolerance to benign failures, many peer-to-peer applications are built utilizing adaptive overlay networks [14, 35, 52–54]. In general, the adaptation improves suboptimal performance conditions experienced in many peer-to-peer applications. Each node monitors its performance and that of a subset of the network known as a peer set. When the measured performance becomes inadequate, the node will change its upstream node(s) in the network. We refer to this process as *adaptation* and the mechanisms used to achieve it as *adaptation mechanisms*. There are no restrictions in the selection of the peer set nor in the adaptation process, resulting in an unstructured overlay network.

The proliferation of peer-to-peer applications using adaptive mechanisms raises questions about how to design and deploy these applications in a secure and robust manner [55]. In particular, attacks that exploit the adaptivity mechanisms employed by many overlay networks can be extremely dangerous because they target the overlay construction and maintenance while requiring no additional communication bandwidth on the attacker side. Such attacks can allow an adversary to control a significant part of the traffic and further facilitate other attacks such as selective data forwarding, cheating, traffic analysis, network partitioning, and disconnecting victim nodes. Not only are the attacks damaging from an end-user perspective, but they also have a large economic impact, potentially costing businesses millions of
dollars in lost revenue [56]. As the number of Internet businesses grow and compete for the same niche markets, such as streaming video using peer-to-peer overlays, the risk of subversive attack will only increase. In fact, reports of such attacks designed to disrupt the service provided by Internet businesses are starting to appear in the media [57].

In this chapter, we focus on insider attacks against adaptation mechanisms in unstructured overlay networks. We make the following contributions:

- We demonstrate the benefit for the attacker to subvert adaptation mechanisms over other methods of attack such as simple data dropping by showing the susceptibility of adaptation mechanisms to malicious attacks through real-life deployments on the PlanetLab [58] Internet testbed using the End System Multicast (ESM) [35] system.

- We propose to increase the resiliency of the system to attacks and mitigate the effect of malicious adversaries by aggregating and correlating data-plane and control-plane information to determine the reliability and utility of received information. This information is incorporated into the adaptation process of the overlay network, constraining the ability of the attacker to lie to honest nodes and increasing the robustness and stability of the network. Network topology has previously been used to detect data-dropping attacks [59]. In our approach, we use network topology to detect and mitigate a more general set of attacks against the adaptation process used to augment other attacks such as data-dropping.

- We propose techniques to reduce incorrect or unnecessary adaptations by using spatial and temporal correlations to perform context-sensitive outlier analysis. A key component of our solution is based on the observation that several estimated metrics are dependent variables and the overlay and multicast logical networks share overlapping physical links.
- We demonstrate the effectiveness of the identified attacks and the benefits of both of our defense mechanisms through deployments of ESM on the PlanetLab Internet testbed.

The rest of this chapter is organized as follows: We provide an overview of adaptive peer-to-peer multicast systems in Section 3.1 and attacks targeting adaptation in Section 3.2. We propose and demonstrate the effectiveness of aggregating and correlating data-plane and control-plane information at increasing the robustness of the system in Section 3.4. We demonstrate the utility of context-sensitive outlier analysis at preventing unnecessary adaptation in Section 3.5. Finally, Section 3.6 concludes this chapter.

3.1 Adaptive Peer-to-peer Multicast

Multicast functionality was initially envisioned to run on the IP layer [60]. However, limited deployment and other limitations have driven the need to provide an alternative architecture where multicast functionality is implemented by end systems and not by the infrastructure supporting routers. Peer-to-peer multicast is designed to efficiently disseminate information to a set of distributed nodes connected to an overlay network of logical links across an actual physical infrastructure. Recently, a great deal of research and interest has been generated in this area by the establishment of increasingly popular peer-to-peer streaming sites [15–31]. To deal with different demands placed on the multicast system by the varying environments and requirements, many different peer-to-peer multicast overlay networks have been created [7–14].

For our research, we consider an overlay network providing support for single-source broadcasting applications that are high-bandwidth (hundreds of kilobits to megabits per second) and real-time. The system consists of a set of nodes and a data source communicating via unicast links. All nodes receive data and contribute to the routing process by forwarding data. The overlay construction is self-organized and
distributed. No node has complete knowledge of the dissemination topology. Each node maintains a peer set, a routing table, and the upstream node forwarding the data, referred to as the node’s parent. The peer set is a subset of nodes that are currently reachable in the overlay from which performance information is gathered. This set is bootstrapped at join time by contacting the source and is continually updated via a membership protocol. There are no constraints placed on the members of a node’s peer set. The routing table represents a set of nodes that the node is responsible for routing data to, also referred to as children. The size of this set is limited by a system characteristic termed the saturation degree, representing the number of concurrent data streams the node is able to support before saturating the allocated bandwidth of the underlying physical network link.

3.1.1 End System Multicast (ESM)

ESM [7] is a multicast system used for broadcasting live events such as academic conferences, including major computer science conferences such as SIGCOMM and INFOCOM. We provide a high-level description below. For further details, the reader is referred to the work by Chu et al. [7].

As seen in Figure 3.1, ESM forms a peer-to-peer overlay tree over the physical infrastructure for distributing multicast content. One key idea behind the construction of the ESM overlays is the use of adaptivity mechanisms to dynamically change the multicast tree to improve application performance or maintain it when network conditions change. More specifically, this adaptivity serves to improve suboptimal overlay meshes that can occur as a result of random initial neighbor selection, aggressive partition repair, multicast group membership changes, and the transient nature of underlying physical network conditions.

In order to make the adaptation decisions, each node maintains a set of performance variables for each member of its peer set collected through passive observation and probing of peers. These variables consist of bandwidth (throughput), latency
Figure 3.1. Illustration of the physical network and the two logical networks of the ESM overlay multicast system: the adaptive overlay network and the multicast tree.
(one-way delay), and round-trip-time (RTT). As ESM uses TCP as the data transport protocol, loss rate is not considered. Once the data has been received at a node, the node must decide if it needs to change its parent in the overlay to improve the application performance. To improve the quality of the data and subsequent adaptation decision, an extensive set of mechanisms is employed, including but not limited to data sampling, data smoothing, decision randomization, and hysteresis.

Once the performance of a node has become inadequate, it uses the collected metrics to select a new parent from its peer set. The parent selection algorithm used in ESM is presented in Algorithm 1. In order to select a new parent, a node first computes a list of potential candidates from its neighbor set. Nodes which are currently saturated, descendants, or did not respond when recently probed are not considered. If there is no utility gain, no node is selected and the process will be repeated in the next cycle. If several nodes are candidates, then the first candidate is selected as the new parent. The selection process uses hysteresis to generate a negative bias against nodes that have performed poorly in the past.

We selected ESM as a representative peer-to-peer multicast system because of its maturity, extensive deployment, and the advanced set of adaptation techniques it employs.

3.2 Attacks Targeting Adaptation

Any adaptive network protocol based on measurements involves periodically observing and estimating the network conditions, followed by making an adaptation decision. For unstructured multicast overlays, the adaptation decision consists of a node selecting a new parent based only on weighing the associated costs versus benefits quantified through a utility function.

Previous work studied the quality of the data observation and estimation, as well as the ability of the metrics to accurately reflect the state of the network. Examples of factors that influence data quality include data freshness, variability and noise. Mech-
**Algorithm 1**: Parent Selection Algorithm Used in ESM

**Input**: Set of probe responses tuples \(<\text{bandwidth, latency, RTT}>\)

**Output**: New Parent Node

Create list of potential parent candidates, \(PCL\), excluding nodes: 1) currently saturated, 2) descendant of this node, and 3) unresponsive

1. \textbf{foreach} \(rnode\ \textbf{in} \ PCL \ \textbf{do}

2. \hspace{1em} // Combined Metrics Component

3. \hspace{2em} \textbf{if} \ (\text{utilityGain(throughput, latency)} \geq \text{currentUtility}*1.1) \ \textbf{then}

4. \hspace{3em} \text{keep} \ rnode \ \text{in} \ PCL;

5. \hspace{2em} \text{else}

6. \hspace{3em} \text{remove} \ rnode \ \text{from} \ PCL;

7. \hspace{1em} \textbf{end}

8. \hspace{1em} \textbf{end}

9. \textbf{foreach} \(rnode\ \textbf{in} \ PCL \ \textbf{do}

10. \hspace{1em} // Hysteresis Component

11. \hspace{2em} \textbf{if} \ (rnode \ has \ performed \ well \ in \ the \ past) \ \textbf{then}

12. \hspace{3em} // Dampening Component

13. \hspace{4em} \textbf{if} \ (local \ node \ has \ not \ switched \ parents \ recently) \ \textbf{then}

14. \hspace{5em} // Randomization Component

15. \hspace{6em} \textbf{if} \ (node \ switch \ probability > \text{rand}()) \ \textbf{then}

16. \hspace{7em} \text{Select} \ rnode \ \text{as next parent};

17. \hspace{6em} \textbf{return} \ rnode

18. \hspace{5em} \textbf{end}

19. \hspace{4em} \textbf{end}

20. \hspace{3em} \textbf{end}

21. \hspace{1em} \textbf{end}

19. \textbf{return} \ no \ change
anisms proposed to address these issues are data sampling [61], data smoothing [62], metric construction [63], as well as data summarization and aggregation [64]. Previous work also studied instabilities [65–67], such as the oscillatory behavior referred to as flapping, occurring when nodes rapidly switch between seemingly equal alternatives. New techniques such as utility discretization [67,68], randomization [67,69], damping [66], and hysteresis [61,69] were deployed to mitigate these phenomena and provide a tradeoff between responsiveness to change and instability.

None of mechanisms described above take into account adversarial environments. While adaptivity can greatly increase the performance and dependability of peer-to-peer applications, care must be taken not to introduce new attack vectors in which the attacker is able to target the adaptivity mechanism.

In an adversarial network, compromised overlay nodes can take advantage of the adaptation process to gain control over overlay traffic by lying about their observed performance metrics to manipulate the path selection of the overlay topology. We classify three types of attacks:

- **Attraction** attacks are a form of “bait-and-switch” attack in which a malicious node manipulates the observed data in order to persuades a victim to attach to a malicious parent in the tree.

- **Repulsion** attacks seek to reduce the attractiveness of other nodes or misrepresent their ability, with the ultimate goal of free-loading, traffic pattern manipulation, or augmenting attraction attacks.

- **Disruption** attacks target the availability of the network by using the adaptation process to turn the system against itself causing a state of constant change.

Each of the attacks cause undesired changes in the overlay network which can lead to further attacks such as manipulating data, performing traffic analysis, performing man-in-the-middle attacks, causing disruption for specific nodes by isolating them, or selectively dropping packets for a particular destination. For detailed information on each attack, we direct the reader to [70].
3.3 Preventing Adversarial-Induced Adaptation

When a node in a peer-to-peer system makes an adaptive decisions, there are two types of information used to reach this decision: performance metrics collected locally and performance metrics obtained from neighboring nodes. By blindly accepting information reported by potentially malicious nodes, a benign node may make incorrect decisions. In order to increase the chances of making “good” decisions, we propose two methods to improve the decision process and prevent incorrect adaptations:

- **Correlation of data-plane and control-plane information** We increase the resiliency of peer-to-peer systems to attacks by improving the decision process through the aggregation and correlation of data-plane and control-plane information. This information is incorporated into the adaptation process of the overlay network to determine the reliability of received information, constraining the ability of the attacker to lie to honest nodes and increasing the robustness and stability of the network.

- **Outlier detection** We prevent incorrect adaptations by detecting and filtering out outliers in the metrics reported by probed nodes. We detect inconsistencies in reported metrics by performing outlier analysis which evaluates the temporal and spatial correlations on the information received from probed nodes used in the adaptation decision process.

Each of the techniques can be used individually or in conjunction with one another. They are also widely applicable as many peer-to-peer systems exchange similar performance metrics.

3.4 Using Information to Add Robustness

The impetus behind the attacker’s ability to subvert the overlay networks is the fact the attacker can influence the adaptation process by manipulating the performance metrics. This stems from the assumption that peer nodes are altruistic and
respond with correct metrics to queries from any node. We propose to increase the resiliency of the system by aggregating and correlating both data-plane and control-plane information, allowing each node to use the derived information to make better adaption decisions.

The control-plane information pertains to the metrics necessary to manage connectivity while the data-plane metrics are derived from overlay data and are often used to improve application performance. In general, the data-plane information reported by a node was measured by that node while control-plane information was received from external sources (such as parents or the source). One important facet of our solution is that it uses information already present in the system, avoiding extra link stress. It should also be noted that many adaptive protocols utilize similar metrics for adaptation, to which our solution can readily be applied.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Data Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth received from parent</td>
<td>Data-Plane</td>
</tr>
<tr>
<td>Latency from the parent</td>
<td>Data-Plane</td>
</tr>
<tr>
<td>Latency from the source</td>
<td>Data-Plane</td>
</tr>
<tr>
<td>Time connected to parent (stay time)</td>
<td>Data-Plane</td>
</tr>
<tr>
<td>Current parent in the overlay structure</td>
<td>Control-Plane</td>
</tr>
<tr>
<td>Number of children</td>
<td>Control-Plane</td>
</tr>
<tr>
<td>Path to the source of the data</td>
<td>Control-Plane</td>
</tr>
</tbody>
</table>

During the system lifetime, each node periodically performs a probe cycle in which it sends requests for system metrics to its peer set and subsequently receives responses for a fixed interval of time. The contents of each probe response along with the origin of the data are listed in Table 3.1. Once the time interval expires, a node uses this gathered information, along with locally measured performance, to determine if it
Figure 3.2. The aggregation of data-plane and control-plane information into a graph structure used to improve adaptation decision quality. The square nodes represent peers from which data has been received while the ellipses are placeholders used to complete the graph structure. The highlighted node represents a malicious node reporting it has no children.

should change parents. If a malicious insider responds with falsified information, it can bias the adaptation decision and cause incorrect choices.

As part of this solution, a node receives probe responses and aggregates this information into a new, in-memory graph structure called the path graph. Pictured in Figure 3.2, the root of the path graph is the data source and all other vertices contain information pertaining to a specific node. Each of the edges represent a connection in the overlay topology. Since only a subset of the entire overlay is contacted by each node, nodes for which information is not directly obtained are represented by named placeholders. For example, in Figure 3.2, the ellipses depict nodes whose existence were discovered by examining the path to the source used by other probed nodes. The location of the probing node in the path graph (if it close to the source, is a leaf, etc.) will vary depending on the node. The path graph is reset after each adaptation attempt.
The intuition behind our solution is that while each node makes adaptation decisions independently, many of the choices can be ameliorated by having data-plane and control-plane information associated with a partial view of the network topology. Even though unstructured overlays have no tight topological invariants such as those present in structured overlays, the system forms a stable topology which can be examined for inconsistencies. By correlating data from multiple sources into a path graph at each node, it becomes possible to check the consistency of the reported information and constrain the attackers ability to lie about system metrics.

Using this path graph, benign nodes can prevent many unnecessary adaptations by avoiding the use of falsified data in adaptation decisions. During a node \( n \)'s adaptation process, when \( n \) is considering a new potential parent \( p \), \( n \) will check the sanity of \( p \)'s contextual information contained in the path graph. A node \( p \) will be avoided if the number of children graphed is inconsistent with what is reported by \( p \) or is greater than the system saturation degree, if the bandwidth reported by a current child is inconsistent with what is reported by the parent, the reported path is inconsistent with the graph, or if the time multiple children are connected to a parent is small. The more often these inconsistencies occur, the more often a node will be avoided as a parent. For example, if the highlighted node in Figure 3.2 reports having no children while the path graph has two children for the same node, the node is malicious and should not be consider for a parent change. Using the path graph, a benign node is able to augment its adaptation decision using Algorithm 2, allowing for more robust decisions.
Algorithm 2: Procedure to exclude malicious nodes from the adaptation process.

**Input:** Potential Adaptation Candidates List (PACL) and the Path Graph $PG$

**Output:** Updated $PACL$

```plaintext
foreach $rnode$ in $PACL$ do
    // Inconsistent number of children
    if ($rnode$.numChildren $\neq$ $PG$.rnode.numChildren) then
        remove $rnode$ from $PACL$;
    // Too many children
    else if ($PG$.rnode.numChildren > $SystemSaturationDegree$) then
        remove $rnode$ from $PACL$;
    // Inconsistent bandwidth reported
    else if ($rnode$.BW - $PG$.rnode.children.ActualBW > $\text{(SourceRate} \times .1)$) then
        remove $rnode$ from $PACL$;
    // Inconsistent path to the source
    else if ($rnode$.path $\neq$ $PG$.rnode.path) then
        remove $rnode$ from $PACL$;
    // Too many small stay times
    else if ($PG$.rnode.children.stayTimes < 100 sec) then
        remove $rnode$ from $PACL$;
    else
        keep $rnode$ in $PACL$;
end
```

3.4.1 Discussion

It should be noted that the goal of our defense technique is not to create a “perfect” solution, but to provide improved robustness in a lightweight solution that can be readily incorporated into a variety of overlay networks. While the effect of the malicious nodes can be greatly diminished, there may still be some degradation in the system performance. This technique should be considered one useful tool in the tool-
box of system designers for enhancing the robustness of the system without adding extra overhead or excess complexity.

3.4.2 Experimental Evaluation

To study the effects of the attacks and our defense technique under real-world conditions, we conducted experiments on the widely-used PlanetLab [58, 71] Internet testbed. As we can see from Figure 3.3, Planetlab is a global research network that currently consist of over 1000 nodes distributed across 487 sites located on six continents. It provides a research platform for large-scale distributed experimentation of peer-to-peer systems over the Internet [72]. To mitigate the possible limitations of using a testbed, such as those discussed by Spring et al. [72], multiple experiments were conducted at different times of the day and different days of the week. Further, experimental nodes were selected randomly for different experiments to validate the statistical significance of results and nodes were chosen to span multiple operational and administrative domains. Each experiment was conducted multiple times and the results were averaged.

The baseline configuration for the following experiments consists of a 30 minute deployment of 100 nodes in which the nodes join after the experiment begins and leave before it ends, with an average participation time of 26 minutes. Each node is probed every seven seconds, each node probes 30 peers, the saturation degree of benign nodes is four, and the source streaming rate is 480Kbps. We use a bit rate of 480 Kbps as it is sufficient to transmit video at two different qualities of audio. All of the following experiments use these parameters unless otherwise noted.

The ESM System Under Attack

We study the effect different percentages of malicious nodes have on the overlay topology if they lie about their performance metrics to gain beneficial positions in the tree. As mentioned in Section 3.1.1, ESM uses several techniques designed to
tolerate benign errors, it has no built-in mechanisms to defend against malicious nodes and is thus prone to instability and poor performance when under attack. For the experiments that incorporate our defense technique, we integrate it into the ESM decision process prior to the preexisting data cleansing techniques. As our defense and the existing techniques are orthogonal, they do not conflict with each other. Additionally, using our technique first allows for the removal of much of the malicious data during an adaptation decision, allowing the existing data cleansing techniques to take place in an environment similar to that of a benign system.

To determine the efficacy of subverting the adaptivity of the system, we examine the following attack scenarios in our experiments:

- **Naive Attack**: This is a naive attack method in which the malicious coalition of nodes simply obtain random positions in the overlay and, after an initial starting period, drop a percentage of the data.
• **Attraction Attack:** This is the attraction attack discussed in Section 3.2, in which the malicious nodes lie about their performance metrics. In this attack, the malicious nodes report having the best bandwidth (480Kbps), smallest latency (0ms), and no saturation. After an initial starting period which the malicious nodes use to optimize their positions in the overlay network, they drop 90% of the data as this percentage bypasses ESMs mechanisms for tolerating benign errors.

In both attack scenarios, other secondary actions besides dropping data could be performed. However, dropping data visibly demonstrates the severity of the attacks.

**Impact of Percentage of Malicious Nodes.** Figure 3.4 demonstrates the impact different percentages of malicious nodes can exert on the bandwidth of benign nodes for the two attack methods. In the experiments, malicious nodes start dropping 90% of the data traffic received through the data dissemination tree five minutes after joining the overlay and continue to drop data for the next fifteen minutes. The nodes only drop data for the specified interval to demonstrate the system bandwidth returns to the source rate and the degradation is caused solely by the attack. We vary the percentage of malicious nodes to 10%, 20%, and 30% of the overlay size to demonstrate the performance degradation that results when more nodes behave maliciously. As can be seen from the graphs of Figure 3.4, the naive attack has little effect on the bandwidth of the system. Even when 30% of the network is comprised of malicious nodes (Figure 3.4(c)), the average bandwidth only drops by 20Kbps to 460Kbps. This is not the case for the attraction attack, in which the average bandwidth of the system markedly decreases as more malicious nodes are introduced. For example, when 30% of the network is malicious (Figure 3.4(c)), the average bandwidth is reduced by over 50%, from 480Kbps to 220Kbps.

The difference between the two attacks is due to the fact that without the supplementary mechanism of attacking the adaptivity of the system, most of the malicious coalition is unable to obtain advantageous locations (positions with many children) in the overlay and are rendered ineffective. This insight elucidates not only the potential
Figure 3.4. Average system bandwidth for a 100 node ESM overlay deployed on PlanetLab under different percentages of attackers. The graphs depict a naive data-dropping attack and more powerful attraction attack which drops data and lies about performance variables.
harm malicious nodes can cause by attacking the adaptivity of the system, but the need to makes these mechanisms more robust.

Table 3.2
System instability as represented by the number of adaptations of an ESM overlay of 100 nodes on PlanetLab

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Changes to Malicious Parents</th>
<th>Total Parent Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>No lying</td>
<td>0</td>
<td>411</td>
</tr>
<tr>
<td>10% Naive</td>
<td>74</td>
<td>488</td>
</tr>
<tr>
<td>10% Attraction</td>
<td>392</td>
<td>1507</td>
</tr>
<tr>
<td>20% Naive</td>
<td>148</td>
<td>711</td>
</tr>
<tr>
<td>20% Attraction</td>
<td>674</td>
<td>1671</td>
</tr>
<tr>
<td>30% Naive</td>
<td>235</td>
<td>717</td>
</tr>
<tr>
<td>30% Attraction</td>
<td>931</td>
<td>1634</td>
</tr>
</tbody>
</table>

System Instability. Not only does the malicious activity decrease the system utility, it also leads to system instability and unnecessary adaption. Under benign conditions, when a node determines the advertised performance metrics do not match the actual performance, the node will attempt to connect to a new, better-performing parent. In the presence of adversaries, this change may actually result in performance loss, necessitating further adaptation and causing excess churn in the network. We can visually see the instability caused by the malicious nodes in Figure 3.5(b), where the number of adaptations caused by an attraction attack is four times higher than in Figure 3.5(a). Table 3.2 presents the average number of adaptations for different percentages of malicious nodes. As the percentage of malicious nodes increases, so does the number of adaptations. Also, we note that the naive attack causes far less instability in the system due to its inability to gain advantageous locations in the dissemination structure.
Figure 3.5. The average system bandwidth and number of parent changes for a 100 node ESM overlay deployed on PlanetLab with 0% and 20% malicious nodes. The short, black impulses represent changes to benign parents while the taller, red impulses represent changes to malicious parents.

**Attack Strength.** To quantitatively compare experiments with different percentages of malicious nodes and possible defense techniques, we utilize an augmented form of the relative strength of attack measure $\tau$ [73].

The relative strength of a particular attack as is defined as:

$$\tau = \frac{B_{\text{norm}} - B_{\text{adv}}}{B_{\text{norm}} \times N_{\text{adv}}} \times 100$$

(3.1)

where $B_{\text{norm}}$ and $B_{\text{adv}}$ represent the average throughput in the absence and presence of adversaries respectively, and $N_{\text{adv}}$ is the number of adversaries. Intuitively, $\tau$ represents the amount of damage an attack created in the system normalized by the number of adversaries. The greater the performance degradation observed in the system (the difference between $B_{\text{norm}}$ and $B_{\text{adv}}$), the higher the value of $\tau$ and the more damage an attack inflicts on the overlay.

Figure 3.6 depicts $\tau$ varying over the percentage of attackers for both attacks. As expected, the naive attacks resulted in very low $\tau$ values as they were largely ineffec-
tive. However, we can see the attack focusing on the adaptivity of the system, the attraction attack, has significant impact on the performance of the system for even a small percentage of malicious nodes (10%) and thus has a high $\tau$ value. Increasing the percentage of malicious nodes yields higher $\tau$ values, with the maximum effectiveness for the attacker occurring when 20% of the network was malicious. With percentages greater than 20%, the average system bandwidth continues to decrease, but relative measures like $\tau$ experience diminishing returns as each individual malicious node is less effective.

The Utility of Control-Plane and Data-Plane Information

To demonstrate the effectiveness of aggregating and correlating network topology and metrics to improve the adaptation decision quality and mitigate the effects of malicious activity, we use the following scenarios:
• **Smart Attack**: We use this name to denote a scenario in which a percentage of the nodes was malicious and performed a smarter version of the attraction attacks (as described in Section 3.4.2). Specifically, not only do the nodes report incorrect performance data, but they also try to attack the defense scheme itself by lying about the data collected in our path aggregation scheme (e.g., reporting longer connectivity times than in actuality).

• **With Defense**: We use this name to denote a scenario in which an attacker performs the Smart Attack, but the defense technique presented in Algorithm 2 are also enabled.

As the naive attacks were ineffective, they are not included.

Table 3.3
Number of system adaptation and the percent improvement over an undefended system for an ESM overlay of 100 nodes on PlanetLab under different percentages of attackers

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Changes to Malicious Parents</th>
<th>Total Parent Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>No lying</td>
<td>0</td>
<td>411</td>
</tr>
<tr>
<td>10% Using Paths</td>
<td>82 (79%)</td>
<td>644 (57%)</td>
</tr>
<tr>
<td>20% Using Paths</td>
<td>139 (79%)</td>
<td>658 (60%)</td>
</tr>
<tr>
<td>30% Using Paths</td>
<td>423 (55%)</td>
<td>926 (43%)</td>
</tr>
</tbody>
</table>

**Attack Mitigation.** Figure 3.7 shows both the severity of the attacks and the ability of our solution to mitigate much of their effect. As can be seen from each of the graphs, the bandwidth of the original system is greatly reduced when the malicious nodes are dropping data. However, through the utilization of data-plane and control-plane information to improve adaptation decisions, the systems maintains performance (average bandwidth) much closer to the optimal source rate of 480Kbps. For example, with the system using our defense technique, we can see from
Figure 3.7. Average system bandwidth for 100 node ESM overlay deployed on PlanetLab under different percentages of attackers. The graphs show the degradation of the system performance and the utility of using our defense technique to mitigate the effects of the attack.

Figure 3.7(c) the average system bandwidth is 428Kbps, over 200Kbps higher than the undefended deployment. While there is still some degradation in the system performance, as previously discussed in Section 3.4.1, this is in accordance with our goal of creating a lightweight solution that is applicable to a broad range of systems.

Along with helping maintain system performance, our defense technique helps to increase the stability of the overlay by avoiding unnecessary adaptations. From Table 3.3, we can see our solution greatly improves the stability of the system under attack. On average, the total number of parent changes is halved and the changes to malicious nodes are reduced by a factor of 4 over deployments with no defense. This
reduction comes from the fact fewer malicious nodes are chosen as parents, which induces fewer instances of multiple adaptations.

Figure 3.8 presents the effect of the Algorithm 2 on the relative strength of the attacks, \( \tau \), as defined in Equation 3.1. It confirms the intuition that constraining the ability of the attacker to subvert the adaptation of the system diminishes the strength of the attack for all percentages of malicious nodes. For the smaller percentages of malicious nodes, \( \tau \) is reduced to levels near those of the naive attacks, demonstrating our solution greatly increases the robustness of the adaptation mechanism and the system as a whole.

**Potential False Positives.** As each node performs its own probe cycle independently and the overlay topology may change as result, inconsistencies occasionally occur in nodes’ path graphs which will cause them to avoid otherwise valid parents (a false positive). As the majority of the overlay is stable, nodes have multiple choices
for parents, and no node is permanently banned from overlay, the system is able to tolerate these occasional false positives without detrimental effect.

**Impact on Nodes Stability.** To determine the effects our solution has on individual nodes, we also analyzed the time nodes were connected to their parent, known as *stay time*. Stay time is a good indication of system stability. As can be seen from Figure 3.9, the stay times in a benign environment are biased towards long durations, with an average of approximately 400 seconds. As malicious nodes are introduced into the system, the number of short stay times dramatically increases. Irrespective of the percentage of malicious nodes, the resulting average stay for the overlay drops to 100 seconds. Using our solution, while we are unable to match the performance of the benign case, we are able to increase the number of longer stay times seen in the system and achieve a better average stay time of 220 seconds.

![Figure 3.9](image)

Figure 3.9. Distribution of the length of time a node is connected to its parents under the attraction attack and defense scenarios for an ESM deployment of 100 nodes containing 20% malicious nodes

**Malicious Coalitions**

All defense techniques and protocols resilient to insiders have limitations regarding the number of attackers they can tolerate. We now consider the constrained collusion
model presented in Section 2.2 in which the faulty nodes are part of the same coalition. We use the following scenario:

- **Malicious Coalition.** We use this name to denote the scenario in which a coalition of colluding attackers attempts to bypass the defense mechanism itself by strategically lying about system metrics to have members of the malicious coalition selected as parents high in the dissemination structure.
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Figure 3.10. Resilience of our control-plane and data-plane information defense mechanism to malicious coalitions attempting to bypass the defense mechanism through coordinated lying while conducting an attraction attack on a representative ESM deployment of 100 nodes containing 20% malicious.

To subvert our defense mechanism, the attacker must control multiple nodes in the same section of the overlay, allowing for coordinated lying between parents and children. Each malicious parent attempts to have several malicious children so they can report good metrics (such as high throughput and low latency). This allows the parent node to attract benign nodes with less chance of inconsistencies appearing in the benign node’s path graph. However, the greater the number of malicious nodes
that must be connected to each other, the fewer the number of benign children can be connected to a malicious node without creating inconsistencies in the path graph (e.g., more children than the saturation degree), thereby lessening the effectiveness of the malicious nodes. Also, the malicious children are constrained to accurately reporting their path or they risk identifying themselves or their parent as being malicious. For example, from Figure 3.10 we can see that our solution is able to mitigate the attack, even when malicious collectives are actively trying to bypass the path graph detection. In fact, the relative attack strength $\tau$ is reduced by one-third of that seen in Figure 3.8 to 0.19. This implies that for maximum effectiveness in bypassing our solution, the malicious nodes should work alone or in small groups. However, from Section 3.4.2, we have seen our solution mitigates much of the effect of this strategy.

Overhead and System Performance

Our defense technique introduces minimal link stress since it uses information already being exchanged between nodes, with the exception of adding the stay time to the gossip messages. The memory utilization for the aggregation of information into the path graph lasts for the span of one probe cycle and requires maintaining the address, number of children, stay time, reported latency, reported bandwidth, and path from the node to the source for each of the probed neighbors. On average, each node receives 60 Bytes of information per node from 30 nodes per probe cycle, requiring 1.8KB of extra storage at any given time. There is negligible computational complexity associated with the aggregation of node information into the path graph.

3.5 Preventing Malicious Adaptation Using Outlier Detection

In this section, we examine our second solution to mitigating attacks aimed at the adaptation process of the system. We propose to detect inconsistent metrics by performing outlier analysis on the information received from probed nodes that is used in the decision process. An outlier is a data point that is significantly different
(greater than a threshold) from the rest of the data in the observation space based on a measure of distance.

As mentioned in Section 3.4, during the system lifetime, each node periodically performs probe cycles in which it receives information from remote its neighboring nodes. The outlier detection is performed locally by each node at the end of the probe cycle using spatial and temporal correlations. The spatial outlier detection compares the reported metrics received from each node in the set of probed nodes. The temporal outlier detection examines the consistency in the metrics received from an individual probed node over time. Our outlier detection does not affect the link stress in the system, as it uses the metrics already reported by nodes: latency, bandwidth, and RTT. Both latency and RTT are utilized because they are highly correlated metrics collected in different manners (one is probed, while the other is measured). In order to avoid being suspected by benign nodes, a malicious node must insure that any lie it tells: (1) is consistent with what the other peers are reporting during a probe cycle about current network conditions, (2) ensures consistency between the different dependent metrics (bandwidth, latency, and RTT), and (3) is consistent with metrics it reported in the past. The spatial outlier detection targets the first and second aspects of consistency, while the temporal outlier detection targets the second and third aspects. Spatial and temporal data correlations have been previously shown effective in detecting network attack scenarios [74]. Unlike the general approach proposed by Jiang and Cybenko [74], our work does not look for correlations but exploits the fact that they exist to detect suspicious nodes.

The intuition behind our solution is that the dependency existent in the measured variables requires attackers to make sure the “fake” metrics vary in a consistent manner. Lying is made more difficult by the fact that, in most cases, attackers can only make the RTT worse, because it is a measured attribute, and yet, at the same time, the RTT must remain consistent with both the bandwidth and latency. Our solution also forces an attacker to lie consistently with other peers. This is difficult to achieve as an attacker does not have perfect knowledge of the observation space,
must accurately predict the random subset of nodes that will be probed, and only has a finite amount of time (the probe period) to coordinate with other attackers.

Our approach uses the Mahalanobis [75] distance to detect outliers. We selected this distance function because it has been shown effective at detecting outliers with multiple attributes [76], scales each variable based on its standard deviation and covariance, and takes into account how the measured attributes change in relation to each other [73]. These features make it appropriate for our environment where there is a dependency between several of the attributes reported by each node.

3.5.1 Spatial Outlier Detection

The outlier detection is performed by a node as follows. Each probe cycle, the node first computes the centroid of the data over the three dimensional space formed by the observation tuples from all probed nodes. An observation tuple is represented by bandwidth, latency, and RTT. The node then computes the Mahalanobis distance between the observation tuple from each probed node and the centroid as follows [75]:

$$d(a, \bar{b}) = \sqrt{((a - \bar{b})^T C^{-1} (a - \bar{b}))}$$  (3.2)

where $a$ and $\bar{b}$ are two feature vectors whose elements consist of an observation tuple. $a$ is the value from the from the probe response and $\bar{b}$ is the averaged feature vector (the centroid) computed from all of the recently received observation tuples. $C^{-1}$ is the inverse sample covariance matrix computed from the observation tuples.

If there are not enough tuples during a probe cycle, the tuples are compared with the most recent centroid. If there is no variance between the received observation tuples, the Mahalanobis distance cannot be computed since the determinant of the covariance matrix becomes zero. In this case, a node is randomly selected from that probe set of observation tuples and compared to the most recent centroid. If no centroid is available, the decision is postponed to the next probe cycle.
Spatial Threshold Selection

The threshold for our outlier detection can be mathematically derived as by Smith and Cheeseman [77] and Ribeiro [78], assuming a multivariate Gaussian distribution for the metrics vector. The contours of equal probability of this distribution create a 3-dimensional ellipsoid and the outlier threshold reflects the probability of a vector being within the ellipsoid whose semi-axes are determined by $k$. The probability that a random vector lies within the ellipsoid increases with the value of $k$. Thus, for a given value of $k$ the probability that a probed tuple lies within the ellipsoid can be computed as:

$$P = -rac{1}{\sqrt{2\pi}} + 2\left(\frac{1}{\sqrt{2\pi}} \int_0^k e^{\frac{y^2}{2}} dy\right) - \sqrt{\frac{2}{\pi}} ke^{\frac{k^2}{2}}$$  

(3.3)

We initially selected a $k$ of 2.37, creating a threshold which half of the probes would successfully pass. Through testing in over 539,739 probe responses during 19,465 probe cycles, we found an ellipsoid determined by a threshold of $k$ equal to 1.5 will contain approximately 80% of the nodes. Thus, we selected a threshold of 1.5 for our experiments. This variation from the mathematically derived value can be attributed to the fact that the used metrics do not form a perfect normalized distribution and have a smaller variance than assumed in Equation 4.4. A node may select smaller threshold distances for stronger security guarantees, with the drawback that it may find itself isolated due to aggressive filtering.

3.5.2 Temporal Outlier Detection

We use temporal correlations to detect inconsistencies in the performance metrics reported over time by a node. We develop models for the peers of a given node during the course of a multicast session by using incremental learning. Our technique is based on the “simplified Mahalanobis distance” presented by Wang and Stolfo [75]:

$$d(x, \bar{y}) = \sum_{i=0}^{n-1} \frac{|x_i - \bar{y}_i|/(\sigma_i + \alpha)}{\sum_{j=0}^{n-1} (|x_j - \bar{y}_j|/(\sigma_j + \alpha))}$$  

(3.4)
where \( n \) is the number of metrics, three in our case (bandwidth, latency, and RTT), \( \bar{\sigma}_i \) is the standard deviation, and \( \alpha \) is a smoothing factor empirically set to .001 to help to avoid over-fitting and reduce false positives [75]. We trade-off accuracy of the distance function to minimize the amount of data a node must store by assuming that the metrics are statistically independent. Thus, a node does not need to maintain the whole history. Instead, a node maintains a temporal centroid for each peer consisting of the mean, standard deviation, and sample count computed from the observation tuples received over time. The centroid for each peer is incrementally updated with observations received during each probe cycle, similar to Wang and Stolfo [75], using the technique described by Knuth [79]. At the end of the probe cycle, the latest observation tuple for each peer is compared with the corresponding temporal centroid using the simplified Mahalanobis distance.

Temporal Threshold Selection

We used a threshold of 3.0 for our temporal outlier detection, to allow each of the three features to vary within one standard deviation from their temporally developed mean. The value was chosen based on the formula of the simplified Mahalanobis distance as presented by Wang and Stolfo [75].

3.5.3 Spatio-temporal Outlier Detection

We combine the two outlier detection mechanisms described above by using a codebook technique similar to Jiang and Cybenko [74]. The peer nodes are ranked according to their spatial outlier distance from the spatial centroid and traversed from the closest to the farthest node. The node that is the closest to the spatial centroid and it is not a spatial or temporal outlier is chosen as the new parent. If no peer is found meeting these criteria or if there are a large number of temporal outliers, no adaptation is performed during that probe cycle.
3.5.4 Potential Limitations of Outlier Detection

While outlier detection is an extraordinarily powerful tool, it has potential limitations that must be addressed. First, the system must start in a clean state free from attack, allowing the system to establish a correct centroid and correct running averages of historical data [80]. Next, without a proper response to the attacks identified by outlier detection, the attack data may eventually become incorporated in the corpus of data used to create the view of normal system functionality, allowing the attacks to go unnoticed and rendering the system ineffective [81]. One possible response method is the removal of nodes identified as malicious through the use of a reputation or consensus protocol, such as that proposed by Chapter 5. Finally, an adversary can attempt to bypass the outlier detection by reporting metrics that are marginally incorrect [81]. However, there are several techniques that can be employed in conjunction with our solution, such as using regularization to bias hypothesis testing, dynamically adapting thresholds of the system, introducing randomization into data collection and hypothesis calculations, and providing disinformation to potentially malicious nodes that create solutions robust to attackers specifically targeting the defense mechanisms [80].

3.5.5 Experimental Evaluation

To study the effects of using our defense solution under real-world conditions, we conducted experiments on the PlanetLab [58, 71] Internet testbed. We conducted multiple experiments at different times of the day and different days of the week. Further, experimental nodes were selected randomly for different experiments to validate the statistical significance of results and nodes were chosen to span multiple operational and administrative domains. Each experiment was conducted multiple times and the results were averaged.

The baseline configuration for the following experiments consist of 60 minute long ESM deployments of 100 nodes in which the nodes join after the experiment begins.
and leave before it ends, with an average participation time of 45 minutes. Each node is probed every seven seconds, each node probes 30 peers, the saturation degree of benign nodes is six, and the source streaming rate is 480Kbps. We use a bit rate of 480 Kbps as it is sufficient to transmit video at two different qualities of audio. The experimental time and saturation degree were increased over the previous section in order to validate the trends observed occur in longer duration experiments and under different system configurations. All of the following experiments use these parameters unless otherwise noted.

Effect of Malicious Nodes on Average Bandwidth

We studied the effect multiple malicious nodes can have on the overlay topology if they decide to selectively drop data. In Figure 3.11, we demonstrate the impact malicious nodes that use their position in the tree can exert on the bandwidth of benign nodes. The graphs plot the bandwidth averaged over all receivers as a function of time. Malicious nodes start dropping 90% of the data traffic received through the data dissemination tree fifteen minutes after they joined the overlay. We vary the percentage of malicious nodes to 10%, 30%, and 50% of the overlay size to demonstrate the performance degradation that results when more nodes behave maliciously.

Effectiveness of Outlier Detection

To demonstrate the effectiveness of our outlier detection at improving the parent selection process and the stability of the system, we considered one malicious attacker and recorded the number of parent changes that took place for the duration of the experiment considering two cases, one when only the spatial outlier is used, and one when the temporal-spatial outlier is enabled. The outcome of these experiments is shown in Table 3.4. The results indicate that using the spatial outlier detection scheme has dramatically reduced the likelihood of choosing a malicious parent since the number of times the malicious node was selected as a new parent is reduced from
Figure 3.11. The average bandwidth over time for an ESM overlay of 100 nodes on PlanetLab for a duration of 60 minutes with different percentages of malicious nodes.

172 to 70. The addition of the temporal outlier detection further reduces this to only 35 times.

Our method also dramatically improved the stability of the overlay in spite of the presence of the malicious node, as measured by the decrease in total parent changes denoted in third column of Table 3.4. In fact, the number of adaptations is comparable to the number of adaptations that would occur when no malicious nodes are present in the overlay.
Table 3.4
The effectiveness of outlier detection at improving parent selection for an ESM overlay of 100 nodes on PlanetLab over 60 minutes

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Changes to Malicious Parents</th>
<th>Total Parent Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>No lying</td>
<td>5</td>
<td>833</td>
</tr>
<tr>
<td>Lying</td>
<td>172</td>
<td>1032</td>
</tr>
<tr>
<td>Spatial</td>
<td>70</td>
<td>800</td>
</tr>
<tr>
<td>Spatial/Temp</td>
<td>35</td>
<td>604</td>
</tr>
</tbody>
</table>
Overhead and System Performance

Our outlier detection does not introduce any extra link stress since it uses information that is already being exchanged between nodes. The memory utilization for spatial correlation only lasts for the span of a probe cycle and requires maintaining the observation tuple associated with each of the probed nodes, while the storage requirements consist of three additional values in the route table for the peer set maintained by each node. In the case of the temporal outlier detection, the memory usage consists of maintaining the temporal centroid. By incrementally updating the centroid, we do not need to maintain the entire history for each probed node. The temporal outlier detection also requires modifying the route table entries to store nine additional values: mean, standard deviation, and count for each of the three metrics.

3.6 Summary

In this chapter, we demonstrated the utility for an attacker in subverting adaptation mechanisms over other methods of attack and we proposed two separate techniques to mitigate the impact of these attacks. First, we proposed a lightweight solution which aggregates and correlates network topology and application metrics at each node, allowing the nodes to use the derived information to make better adaptation decisions and to constrain the actions of malicious nodes. Second, we proposed the use of context sensitive anomaly detection to detect spatial and temporal outliers of measured and probed metrics, allowing nodes to avoid malicious data and unnecessary adaptations. Our experiments conducted on the PlanetLab Internet testbed using the mature, unstructured overlay multicast system ESM showed that although ESM employs an advanced set of adaptation mechanisms, it was unable to mitigate the attacks posed by a malicious adversary. The experiments demonstrated that both of our techniques improved the adaptation process and the overall stability of the system by limiting the effect of malicious nodes.
As noted in Chapter 3, many peer-to-peer applications optimize their structure based on network topology. For example, the construction of multicast trees or the selection of a replica for file sharing applications can be greatly improved by taking advantage of network locality. One basic approach to obtain this network locality information is to probe all hosts in the network to determine attributes such as latency. The cost associated with active monitoring to estimate such attributes is non-negligible [35,82] and is further exacerbated by the presence of multiple applications performing this task on a common network infrastructure.

Virtual coordinate systems provide an efficient network service that allows hosts on the Internet to determine the latency to arbitrary hosts without actively monitoring all nodes in the network. The accuracy and stability of virtual coordinate systems relies on the assumption that peer nodes on which the coordinate computation relies are altruistic and correctly participate in the system. However, this assumption may be violated by compromised nodes acting maliciously to degrade the accuracy of the coordinate system. While this violation may be prevented for landmark-based virtual coordinate systems by securing the small set of infrastructure nodes, it is not easily mitigated for decentralized systems where any node can act as a reference node for other nodes in the system. As a result, decentralized virtual coordinate systems are vulnerable to insider attacks conducted by attackers that infiltrate such systems or compromise some of their nodes [83,84]. Since virtual coordinate systems are designed to be network services providing latency estimation for a wide variety of peer-to-peer applications, such as distributed hash tables (DHTs) [54] and routing [85], they are likely to be prime candidates for attack. It is critical that virtual coordinate systems are designed to be robust to attackers that influence the accuracy of the coordinates in order to maintain upper-level application performance.
In this chapter, we demonstrate the vulnerability of decentralized virtual coordinate systems to inside attackers. We propose techniques to make the coordinate assignment robust to malicious attackers. We use both spatial and temporal correlations to perform context-sensitive outlier analysis to reject malicious updates and prevent unnecessary and erroneous coordinate changes. Our solution does not induce extra communication in the system or use trusted components, complying with the virtual coordinate system design goals of flexibility and low communication overhead. We summarize our key contributions:

- We classify three types of attacks against virtual coordinate systems based on their impact on the coordinates: coordinate inflation, coordinate deflation, and coordinate oscillation. The attacks are conducted by insiders that have infiltrated the system or compromised some of the nodes. The low-rate nature of the attacks (i.e., they do not require the attacker to generate a noticeable amount of traffic) makes them difficult to detect, while their epidemic nature makes them very dangerous, as a small number of attackers can significantly influence the accuracy of the entire system.

- We propose techniques to reduce incorrect coordinate mappings by using spatial and temporal correlations to perform context-sensitive outlier analysis. A key component of our solution is based on the observation that the behavior of attackers can be constrained by correlating dependent metrics.

- We demonstrate the impact of the attacks and the effectiveness of our defense mechanisms through p2psim [86] simulations, in the context of the well-studied Vivaldi virtual coordinate system [87] using three representative real-world topologies of hosts and corresponding RTTs: King [88], Meridian [89], and AMP [90]. We found through analytical and empirical studies that a spatial threshold of 1.5 and a temporal threshold of 4.0 provided a low system error under attack while maintaining an low false positive rate. Our experiments also
show that the method starts to degrade when a coalition of malicious nodes in the reference set of a node increases over 30% of the reference set size.

The rest of the chapter is organized as follows: We provide an overview of virtual coordinate systems in Section 4.1 and of the attacks against them in Section 4.2. We propose our solution in Section 4.3. We present experimental results demonstrating the impact of the attacks and the effectiveness of our solution in Section 4.4. Finally, Section 4.5 concludes this chapter.

4.1 Decentralized Virtual Coordinate Systems

Virtual coordinate systems [87,88,91–99] have been proposed as a low communication cost service to accurately predict latencies between arbitrary hosts in a network. These systems allow a node to map itself to a virtual coordinate based on a small number of actual network distance estimates to a subset of reference nodes. By comparing virtual coordinates, nodes can trivially estimate the latency between them.

Two main architectures for virtual coordinate systems have emerged: landmark-based and decentralized. Landmark-based systems rely on infrastructure components (such as a set of landmark servers) to predict distance between any two hosts. The set of landmarks can be pre-determined [91,94,98] or randomly selected [93,99]. Decentralized virtual coordinate systems do not rely on explicitly designated infrastructure components, requiring any node in the system to act as a reference node. Examples of decentralized virtual coordinate systems include PIC [95], Vivaldi [87], and PCoord [97,100].

The design goal of decentralized virtual coordinate systems is to efficiently create and maintain a stable set of virtual coordinates that accurately predict the latency between nodes without using fixed infrastructure nodes. Although each specific virtual coordinate system differs in some details, most of them follow a common design. The most important characteristics that define decentralized coordinate systems are
In a decentralized virtual coordinate system, each node calculates its coordinates based on the information obtained from a small set of nodes in the network, which we refer to as the reference set. There are several methods used to select the reference set. One of the most promising methods identifies a set of close and a set of distant network nodes and selects a random subset of each \cite{87,95}. Nodes may have different reference sets. Different systems use different sizes of the reference set due to the frequency of actual network measurements, the number of nodes queried per measurement interval, and the error minimization technique utilized. For example, Vivaldi uses a reference set size of 64 nodes \cite{84}, PCoord uses 10 nodes \cite{100}, and PIC uses 32 nodes \cite{95}.

Once a reference set has been selected, a node determines its coordinate based on a predefined latency prediction mechanism, such as the Euclidean distance. Each system typically maintains coordinates in either low dimensional (usually 2 to 8 dimensions) Euclidean space \cite{95}, an augmented Euclidean space \cite{87}, or a non-Euclidean (e.g., hyperbolic) space \cite{101}. In general, it has been shown that none of the embedding spaces dominates the others in performance \cite{102} and lower dimensionality Euclidean spaces are often sufficient \cite{87}. A node determines its position and then successively refines it by periodically querying nodes in its reference set. Queried nodes respond with metrics that can include local error, perceived system error, local coordinates, and RTT.

Virtual coordinate systems provide accurate latency prediction, achieved through error minimization techniques of a chosen latency error function. Examples include:

- Generic multi-dimensional minimization designed to minimize a relative system error measure (such as logarithmic transformed error) using techniques such as the downhill simplex method \cite{95}.

- Minimizing coordinate error by simulating Newtonian mechanics. Each node in the system is simulated as a particle influenced by the field force induced
between nodes. Each pair of particles (nodes) either pulls or repulses each other, thereby reducing the total system error [101].

- Minimizing system error by simulating spring relaxation, where the state of the springs at rest is the optimal embedding. The system minimizes the squared system latency estimation error by iteratively finding the low-energy point of the spring-based system [87].

While each technique has benefits, systems based on multi-dimensional minimization are often slow to converge, sensitive to initial system conditions, and sensitive to high-error measurements. Simulation techniques such as spring relaxation are computationally inexpensive, less sensitive to high-error nodes, and more amenable to general decentralized system design.

In general, virtual coordinate systems achieve the overall goals of accuracy and stability while reducing traffic by as much as two orders of magnitude when compared with active monitoring to estimate RTT [95]. Systems such as Vivaldi [87], PCoord [97], and PIC [95] stabilize at an average system latency estimation error of ten milliseconds for large scale simulations and deployments.

### 4.1.1 Vivaldi Virtual Coordinate System

Vivaldi is a fully decentralized virtual coordinate system which assigns each host synthetic coordinates in a multi-dimensional Euclidean coordinate space. Conceptually, Vivaldi attaches a spring between each pair of neighbor nodes, where the length of the spring is the estimated RTT between the nodes. By minimizing the tension on these springs across the entire network, the protocol minimizes the error in the system.

When a node joins the system, it establishes its reference set and initializes its coordinates to the origin of the Euclidean coordinate space. As seen in Figure 4.1(a), each node $i$ then periodically probes a reference set member $j$ to obtain $j$’s current coordinate and perceived error. As $i$ receives the coordinate $(x_j)$, the remote error
Algorithm 3: Vivaldi Coordinate Update

**Input:** Remote node observation tuple $(x_j, e_j, RTT_{ij})$

**Output:** Updated Node Coordinate

1. $w = e_i / (e_i + e_j)$;
2. $e_s = \|x_i - x_j\| - RTT_{ij} / RTT_{ij}$;
3. $\alpha = c_e \times w$;
4. $e_i = (\alpha \times e_i) + ((1 - \alpha) \times e_i)$;
5. $\delta = c_e \times w$;
6. $x_i = x_i + \delta \times (RTT_{ij} - \|x_i - x_j\|) \times u(x_i - x_j)$;

estimate ($e_j$), and measured RTT from $j$, $i$ uses this information to update its coordinates using Algorithm 3. First, node $i$ calculates the reliability of the observation based on the local and remote error (line 1) and relative error of the observation tuple (line 2). Next, node $i$ updates its local error (line 4) and the movement dampening factor (line 5). Finally, as depicted in Figure 4.1(c), node $i$ updates its coordinate in the last line of the algorithm. As the Vivaldi virtual coordinate system stabilizes, the average system error is on the order of a few percent. Once the coordinate system has stabilized, the latency between two nodes is trivially estimated by computing the Euclidean distance between their coordinates.

We selected Vivaldi as a representative example since it is a mature system, conceptually easy to understand and visualize, and has been shown to produce low error embeddings. For further details of the protocol, we refer the reader to the work by Dabek et al. [87].

4.2 Vulnerability of Virtual Coordinate Systems

The correct operation of virtual coordinate systems is dependent on the assumption that the reference set nodes are altruistic and respond with correct metrics to queries from any node computing its corresponding coordinates. An attacker con-
trolling reference set nodes has the ability to influence the coordinate maintenance process by manipulating the information, such as remote node error and coordinates, returned in response to a query. By blindly accepting this malicious information, a correct node computes incorrect coordinates. While we examine the attacks in the context of the Vivaldi virtual coordinate system, the attacks generalize to any virtual coordinate system which uses external information to maintain the correctness of the system.

A malicious node is able to indirectly take advantage of the error minimization techniques and chosen error function by manipulating the metrics it reports as a reference set node. In doing so, an attacker is able to make a victim node move away from its correct position by either pulling it closer or pushing it towards a location specified by the attacker. For example, as depicted in Figure 4.2(b), a malicious node can pull a victim node towards a designated location in quadrant slowromancapi@ and away from the victim’s correct position. As we can see from Algorithm 3, if the malicious node reports a low error (used to calculate the movement dampening factor in Lines 1 and 5) in conjunction with an actual RTT less than the estimated RTT (the Euclidean distance between the victim node’s coordinates and the reported location), a node will move towards the reported location. Similarly, if a malicious node reports a position close to the victim node that is in the opposite direction of the desired malicious location along with an artificially high RTT (caused by delaying probe responses) the node will be pushed towards the desired location (Figure 4.2(b)). The larger the induced delay, the farther the victim node will re-calculate its positions away from the reported position. We refer to such attacks that result in coordinate mappings farther from the correct location as coordinate inflation.

An attacker may cause a victim node to remain immobile by reporting positions that minimize the difference between the actual and estimated RTT. Examining line 6 of Algorithm 3, if the attacker is able to force \((\text{RTT}_{ij} - \|x_i - x_j\|) = 0\), the victim node will remain stationary. To achieve this, the malicious node can either report coordinates which cause the difference between the measured and estimated RTT to
be zero or influence the measured delay so that it matches the delay estimated by the coordinates. In addition, since the difference between the actual and estimated RTTs is used to update the victim’s local error estimate, the estimate will be artificially low. We refer to such attacks in which the victim nodes are prevented from performing necessary, correct coordinate changes as coordinate deflation.

The final type of attack we examine is the coordinate oscillation attack, which results in nodes continuously changing their positions and not converging to stable coordinates. The attack consists of each malicious node attempting to maximize system error by randomly reporting erroneous coordinates, low, random local error, and actively delaying probe responses. Depending on the attack, each time a malicious node is used as a reference set node, it can report the same random coordinates or an entirely new position.

While we have described in detail each of the attacks against individual nodes, any attack against the coordinate system may actually target one or more nodes, a subset of nodes, or a region of the coordinate space. Also, as each node reports false information, it attempts to lie within the normal operating characteristics of the system. That is, the attacker reports positions selected over the coordinate area where the majority of nodes are located and it reports a low error in line with low-error benign nodes to minimize the risk of being identified as malicious.

The final goal of manipulating the coordinate system can include isolating subsets of nodes from the network, creating general disorder in the system, or rendering the coordinate system unusable due to high estimation error. While each of these goals serves a different purpose, in the end they all distort the coordinate space and can make using the computed coordinates worse than using randomly assigned coordinates. Even short-lived, localized attacks have a long-lasting effect on the overall system. For example, even when a single victim node is displaced from its correct position, this has an epidemic, detrimental effect on the system as the victim node will push/pull other nodes away from their correct coordinates by reporting its now incorrect coordinates. This occurs since the victim node will serve as a reference
set member for other nodes in the system, negatively influencing their coordinate computation. Besides degrading the accuracy of the coordinate system, the attacks will also adversely impact any application using the coordinate system to estimate network measurements. Additionally, as the attacks exploit the semantics of the information contained on the packet, they do not add a noticeable change in traffic load and thus are difficult to detect by traditional mechanisms.

4.3 Adding Robustness to Virtual Coordinate Systems

We leverage techniques from outlier detection to identify malicious behavior and take defensive actions to mitigate its effects. Instead of allowing malicious coordinate mappings to occur and then trying to detect them, we focus on reducing the likelihood of a node computing incorrect coordinates by filtering out malicious updates using statistical outlier detection. Each node independently performs outlier detection before updating its coordinates in order to identify and filter out outliers in the received metrics.

Since the evidence of malicious activity is distributed across space and time, we detect malicious activity using both temporal and spatial correlations among metrics in the system. Spatial outlier detection identifies observations which are inconsistent with their surrounding neighbors, forcing nodes to report metrics consistent with what other reference peers are reporting. Temporal outlier detection identifies inconsistencies in the metrics over time, forcing a node to report metrics consistent with what it has reported in the past.

To minimize communication cost and maintain a low-overhead system, we focus on utilizing metrics used by nodes to update their coordinates using Algorithm 3. We use the 3-tuple of \((RTT, e_{remote}, \Delta_{remote})\) to generate the spatial outlier statistics and the 5-tuple of \((RTT, e_{remote}, \Delta_{remote}, e_{local}, \Delta_{local})\) to generate the temporal outlier statistics. Here, RTT is the measure of the actual two-way latency between the nodes, \(e_{remote}\) is the remote error estimate received in the observation tuple, and \(e_{local}\) is the
most recent error estimate calculated at the local node using Algorithm 3. $\Delta_{\text{remote}}$ is the Euclidean distance the remote node has moved due to its last update. For example, if node $j$’s location prior to an update was located at $(4, 5)$ and moved to $(4, 3)$ after the update, then $\Delta_{\text{remote}}$ is 2. $\Delta_{\text{local}}$ is the analogous measure at the local node. Both $\Delta_{\text{remote}}$ and $\Delta_{\text{local}}$ are the only metrics used in addition to the original Vivaldi update algorithm. $\Delta_{\text{remote}}$ is incorporated as part of the observation tuple and $\Delta_{\text{local}}$ is easily calculated at the local node.

Each metric was chosen on the basis that while each of them represents a different measure of system performance, changes in one measure will result in a correlated change in other metrics. For example, as the system stabilizes to low overall error, the local error reported by each node and magnitude of the change in coordinates will both decrease. An attacker must therefore report a high error with greatly changing coordinates in order to not be identified as malicious. Our solution also forces an attacker to lie consistently with other peers. This is difficult to achieve since an attacker does not have perfect knowledge of the observation space, must accurately predict the random subset of reference nodes that will be queried, and only has a finite amount of time to coordinate with other attackers.

4.3.1 Spatial Outlier Detection

We use spatial outlier detection to examine the consistency of recently received metrics from queried nodes. A node queries a random node from its reference set and receives an observation tuple which consists of $\langle RTT, \epsilon_{\text{remote}}, \Delta_{\text{remote}} \rangle$. The node records this response and tracks the most recent $u$ updates in a queue, where the oldest responses are replaced by newer ones. The size of the history queue, $u$, is equal to the size of the reference set which allows the queue, on average, to contain one entry from each reference set nodes. Unlike more message-intensive distributed systems where a new set of responses from all nodes queried (in this case nodes in the reference set) are collected in response to one query [35], virtual coordinate systems
collect these responses sequentially. Our approach requires a node to perform outlier detection every time it receives a new tuple, considering the most recent $u$ updates. We note that this technique is an instance of spatial outlier detection since we examine metrics across various system nodes and not time.

Once a node receives an observation tuple, the node first computes the centroid of the data set consisting of observation tuples from the stored $u$ updates. The node then computes the Mahalanobis distance between the received observation tuple and the centroid as follows [75]:

$$d(a, \bar{b}) = \sqrt{((a - \bar{b})^T C^{-1} (a - \bar{b}))} \quad (4.1)$$

where $a$ and $\bar{b}$ are two feature vectors whose elements consist of an observation tuple. $a$ is the feature vector representing the newly received observation tuple from a remote node and $\bar{b}$ is the averaged feature vector (the centroid) computed from the $u$ most recently received observation tuples which have been used to update the current node’s coordinates. $C^{-1}$ is the inverse sample covariance matrix computed from the $u$ most recent tuples. After the distance is calculated, it is compared against a spatial threshold. We discuss the spatial threshold selection in Section 4.4.4.

4.3.2 Temporal Outlier Detection

We use temporal correlations to detect inconsistencies in the metrics reported over time by a reference set node. We use the 5-tuple consisting of $\langle RTT, e_{remote}, \Delta_{remote}, e_{local}, \Delta_{local} \rangle$. Using incremental learning, we compute a temporal centroid for each of the members of a node’s reference set. We assume each of the reported metrics is statistically independent, necessitating the storage of just the mean, standard deviation, and sample count computed from the received query responses over time. The stored values for a reference set member are incrementally updated with metrics received from its query response, similar to Wang and Stolfo [75], using the technique described by Knuth [79]. In order to compare newly received values with
the temporal centroid, we use the “simplified Mahalanobis distance” presented by Wang and Stolfo [75]:

\[
d(x, \bar{y}) = \frac{1}{n-1} \sum_{i=0}^{n-1} \frac{|x_i - \bar{y}_i|}{\sigma_i + \alpha}
\]

(4.2)

where \(n\) is the number of metrics, five in our case (remote error, local error, latency, change in remote coordinates, and change in local coordinates), \(\sigma_i\) is the standard deviation, and \(\alpha\) is a smoothing factor empirically set to .001 to help to avoid overfitting and reduce false positives [75]. Once a query response is received, the latest observation tuple is compared with the corresponding temporal centroid using the simplified Mahalanobis distance, based on a temporal threshold that decides if the tuple is an outlier or not. We discuss temporal threshold selection in Section 4.4.4.

4.3.3 Spatio-temporal Outlier Detection

As seen in Algorithm 4, we combine the two outlier detection mechanisms described above by using a codebook technique similar to Jiang and Cybenko [74]. As a node receives observation tuples from its reference set members, it checks each one to ensure that it is not a spatial or temporal outlier. If the reference node is found to be an outlier, the query response will not be used in future temporal centroid calculations since it will not be incorporated into the temporal mean, temporal standard deviation, or sample count. Also, it will not be used in future spatial centroid calculations since it will not be added to the queue of the most recent \(u\) updates. If the observation tuple is not an outlier, it is used to update the receiver node’s coordinates using Algorithm 3.
**Algorithm 4**: Procedure to exclude malicious observation tuples from the coordinate update process.

**Input**: $x_j, RTT, e_{remote}, \Delta_{remote}, e_{local}, \Delta_{local}$

**Output**: Updated coordinate if the observation tuple was not malicious

// Calculate the centroid of the most recent tuples and check spatial consistency using the using the Mahalanobis distance

```
centroid = calcCentroid(u observation tuples);
if (spatialOutlier(centroid, RTT, e_{remote}, \Delta_{remote}) == true) then
    return false;
```

// Check temporal consistency using the using the simplified Mahalanobis distance

```
if (temporalOutlier(RTT, e_{remote}, \Delta_{remote}, e_{local}, \Delta_{local}) == true) then
    return false;
```

// Data is not malicious, perform update operations using Algorithm 3

```
updateCoordinates(x_j, e_j, RTT_{ij});
store \langle RTT, e_{remote}, \Delta_{remote} \rangle tuple in the queue of u most recent tuples;
update stored temporal statics for RTT, e_{remote}, \Delta_{remote}, e_{local}, \Delta_{local};
return true;
```

4.4 Experimental Evaluation

In this section, we demonstrate the impact of attacks against virtual coordinate systems through simulations using actual Internet topologies. In addition, we demonstrate that our proposed mechanisms enhance the robustness of decentralized virtual coordinate systems to such attacks. We examine their effect on the Vivaldi virtual coordinate system which is simulated in the p2psim simulator [86].
Table 4.1
Internet data sets characteristics

<table>
<thead>
<tr>
<th>Data Set</th>
<th># Nodes</th>
<th>Avg. RTT</th>
<th>Max. RTT</th>
<th>Std. Dev. RTT</th>
</tr>
</thead>
<tbody>
<tr>
<td>King</td>
<td>1740</td>
<td>180ms</td>
<td>800ms</td>
<td>66ms</td>
</tr>
<tr>
<td>Meridian</td>
<td>2500</td>
<td>80ms</td>
<td>1000ms</td>
<td>69ms</td>
</tr>
<tr>
<td>AMP</td>
<td>90</td>
<td>70ms</td>
<td>453ms</td>
<td>51ms</td>
</tr>
</tbody>
</table>

4.4.1 Evaluation Methodology

For our simulations, we use three different RTT data sets collected from real-life Internet topologies. Table 4.1 summarizes the characteristics of each data set:

- **King**: The King data set contains the pair-wise RTT of 1740 nodes measured using the King method [88].

- **Meridian**: The Meridian data set, obtained from the Cornell Meridian project [89], contains the pair-wise RTT of 2500 nodes measured using the King method.

- **AMP**: The AMP data set, collected from the NLANR Active Measurement Project [90] on March 1, 2007, contains complete information for 90 high-speed nodes contained mostly in North America.

We selected the King and Meridian data sets because they are representative of larger scale peer-to-peer systems and were used in validating many peer-to-peer and virtual coordinate systems. The King data set contains a variety of link latencies while the Meridian data set is more homogeneous, containing many nodes close to each other in terms of network latency. Due to this homogeneity, the average RTT of the Meridian data set is approximately half that of the King data set. The final data set, AMP, is used since it represents a smaller, high speed system, such as a corporate network. In AMP, links with latency of 100ms or less account for nearly
90% of all of the links. We did not consider synthetic topologies since they do not capture important network properties such as violations of the triangle inequality.

In order to quantitatively compare the effect of attacks on the accuracy of the system, we evaluate two error metrics:

- **System prediction error** is defined as
  \[
  Error_{\text{pred}} = |RTT_{\text{Act}} - RTT_{\text{Est}}|
  \]
  where the \( RTT_{\text{Act}} \) is the measured RTT between two nodes and \( RTT_{\text{Est}} \) is the predicted RTT by the virtual coordinate system. This metric provides an intuition of how the overall system is performing. The lower the system prediction error, the more accurate are the predicted RTTs.

- **Relative error** is defined as
  \[
  Error_{\text{rel}} = \frac{Error_{\text{attack}}}{Error_{\text{no-attack}}}
  \]
  where \( Error_{\text{attack}} \) is the system prediction error measured in the presence of malicious nodes and \( Error_{\text{no-attack}} \) is the system prediction error without malicious nodes. This metric captures the impact an attacker has on the coordinate system. A relative error greater than one indicates a degradation in accuracy and a value less than one indicates a better estimation accuracy than the baseline.

For each of the error measures, the 5\(^{th}\), 50\(^{th}\), and 95\(^{th}\) percentile error are analyzed. These values are obtained by selecting the corresponding entries from a sorted array of prediction error and are averaged over multiple simulation runs. Intuitively, the 5\(^{th}\) percentile represents low error nodes, the 50\(^{th}\) percentile corresponds to average or median error nodes, and the 95\(^{th}\) percentile represents high error nodes.

Each simulation was run for 200 time units, where each time unit is 500 seconds in length. The nodes join in a flash-crowd scenario in which all nodes join simultaneously and are each initially placed at the origin of the logical coordinate space. All nodes that join the network are physically stationary and are present for the duration of the
experiment. Each node proceeds independently of other nodes in the network and chooses a reference set of 64 nodes using the Vivaldi method where half of the nodes are selected as the closest nodes based on network latency and the rest are selected at random. All other Vivaldi parameters were initialized to the optimal values discussed by Dabek et al. [87] unless otherwise noted. Each of the experiments utilizes a two-dimensional coordinate space \( \{(x, y)|x, y \in [-300000, 300000]\} \). Every experiment was run ten times with the reported metrics averaged over all of the simulation. In each of the figures, only the first 50 time unit steps are displayed since the virtual coordinate system has converged to a stable state by that point.

4.4.2 Node Placement in a Virtual Coordinate System

In Figure 4.3, we present graphical representations of the typical operation of the Vivaldi virtual coordinate system using the King, Meridian, and AMP data sets. The King data set contains a variety of link latencies, allowing nodes in the virtual coordinate system to form a structure in which nodes with small RTTs between them converge into clusters, as seen in Figure 4.3(a). As the Meridian data set contains many nodes close to each other in terms of network latency, we visually observe in Figure 4.3(b) that the system forms fewer, but larger clusters. The final data set, AMP forms one main cluster, as seen in Figure 4.3(c).

4.4.3 Impact of Attacks Against Distributed Virtual Coordinate Systems

In this section we demonstrate several attacks against the Vivaldi coordinate system. Vivaldi was designed to tolerate high-error, benign nodes, but it has no built-in mechanisms to defend against malicious nodes.
Inflation and Deflation Attacks

We first demonstrate how a coalition of \( f=30\% \) malicious nodes can target one particular victim node and conduct an inflation or a deflation attack. Figure 4.4 presents the location and associated prediction error of a single victim node under non-attack conditions and under the two attacks. The correct location of the victim node is represented by the triangle in quadrant \( \text{slowromancapi}\@ \). Under the deflation attack, all of the attackers send the victim node coordinates that minimize the difference between the actual RTT and estimated RTT (minimizing the Euclidean distance between the attacker and victim). As a result, since the attackers force the estimated RTT to artificially match the actual RTT, the victim node remains stationary at the origin of the cartesian space while believing it has low estimation error. Figure 4.4(b) also depicts an inflation attack, where all of the attackers send the victim node coordinates from a small chosen area along with RTTs influenced by delaying query responses, causing the node to move rapidly towards the desired area. Note the square in the quadrant \( \text{slowromancapii}\@ \) representing the victim node was forced towards the area chosen by the attackers. As can be seen in the Table 4.4(a), the different attacks greatly increase the prediction error of the victim node from 10ms to 60ms for the deflation attack and 10ms to 70ms for the inflation attack.

Oscillation Attacks

We demonstrate an oscillation attack in Figure 4.5. In this scenario, the malicious nodes work together to cause general disorder in the system by sending the victim nodes erroneous random positions selected over the coordinate space with a low error value, causing the victim nodes to make multiple incorrect coordinate changes. As seen in Figure 4.5(a), the system under non-attack conditions has an easily identifiable structure in which nodes with small RTTs between them converge into clusters in the coordinate space. When the system is under attack as seen in Figure 4.5(b), the virtual coordinate system loses its structure and hence also loses its ability to yield
a low error embedding. This attack also exemplifies the epidemic nature of such attacks. As correct nodes computing incorrect coordinates are later used as reference nodes for other nodes, the entire system destabilizes.

Impact of the Percentage of Malicious Nodes

We investigate the effect of the number of malicious nodes on the accuracy of the system, by varying the percentage of malicious nodes. Each queried malicious node returns erroneous metrics in the form of a random position selected over the coordinates \( \{(x, y) | x, y \in [-100000, 100000]\} \) and a low, non-zero error value. A malicious node also randomly delays its response between 100ms and 1000ms in order to induce greater variability in its responses in an attempt to expand the coordinate space.

Figure 4.6 presents the prediction error for the King data set for several percentages of malicious nodes. Under non-attack conditions, a node joining the coordinate system is initially placed at the origin of the logical coordinate space. As time passes, each node receives query responses from its reference set and is able to refine its position, allowing the system as a whole to achieve lower prediction error. Once the system stabilizes about halfway through the simulation, the system prediction error remains roughly constant. After this point, each of the nodes continues to refine its position, but the overall sum of these movements yields little change in the prediction error. While the system under attack may initially start with similar prediction errors since nodes are initially placed at the origin, it is never able to effectively refine its coordinates and achieve the desired low estimation error found in the non-attack scenario. As the percentage of attackers increases, the ability of the system to accurately estimate latency significantly degrades.

Similar trends are also evident in Figure 4.7, where the system can be seen to stabilize at a much higher relative error than the baseline of one. Having even a small percentage of attackers incurs double or triple the estimation error when compared
with the non-malicious scenario. Malicious nodes have a greater negative impact on the lower-error nodes, as can been seen from the higher relative errors in Figure 4.7(a) and Figure 4.7(b) as compared to Figure 4.7(c). When a low error node moves in response to malicious data, it is prone to make large, erroneous changes to its own position and experience a higher estimation error.

The results presented in Figure 4.6 and Figure 4.7 are not a product of system randomness. To validate this claim, we formulate the null hypothesis $H_0 : \mu_{\text{attack}} = \mu_{\text{normal}}$, which states that system error under non-attack and attack conditions have the same mean and distribution, implying the virtual coordinate system behaves similarly under both conditions. Using a two-sample t-test with pooled variance $[103]$, we disproved $H_0$, finding with high probability (nearly 100%) that the error results come from distributions with different means. We conclude that malicious nodes can cause the system to have a much higher estimation error and to stabilize at a higher error than a system under non-attack conditions and that the error increases with the size of the malicious set.

Impact of Reference Set Size on System Performance

Next, we explore the effect different reference set sizes has on the overall accuracy of the Vivaldi virtual coordinate system under normal operation and malicious settings using the King data set. While many virtual coordinate systems choose an arbitrary power of two for the reference set size, from Figure 4.8 we can see the impact this selection has on the ability of the system to tolerate malicious nodes and overall system error, with larger reference set sizes minimizing the impact of the malicious node comparatively to the smaller reference sets. To further understand this effect, we look at the effect malicious nodes have on an individual victim node.

It is interesting to note that the actual number of attackers which directly influence a victim node is the number of malicious nodes that are selected to be in the reference set of the victim node. We can analyze the probability of having malicious neighbors
and better understand the design choice of having a smaller or larger reference set using the hypergeometric distribution. If we let \( k \) represent the number of malicious nodes in a reference set, \( N \) be the number of nodes in the system, \( D \) is the total number of malicious nodes, and \( n \) is the size of the reference set, then the probability of having exactly \( k \) malicious nodes in a reference set is given by

\[
f(k; N, D, n) = \binom{D}{k} \binom{N-D}{n-k} \binom{N}{n}
\] (4.3)

By summing the discrete probability distributions for values from 0 to \( k \), we can determine the probability of having a certain percentage of malicious nodes in the reference set. From Table 4.2, we can see the intuitive notion that the greater the size of the neighbor set or greater the percentage of malicious nodes, the more likely a benign node is to have at least one malicious neighbor. For example, we can see that a reference set of 16 nodes has an 82% chance of containing at least one malicious node when 10% of the total nodes are malicious while there is a 97% chance for a reference set of 32 nodes. However, as seen in Figure 4.8, this initial intuition does not hold as the larger reference set sizes are able to minimize the impact of the malicious node comparatively to the smaller reference sets.

### Table 4.2
Probability of a reference set having at least one malicious node for the King topology

<table>
<thead>
<tr>
<th>Neighbor Set Size</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of Nodes</td>
<td>10</td>
<td>34%</td>
<td>57%</td>
<td>82%</td>
<td>97%</td>
</tr>
<tr>
<td>Lying</td>
<td>20</td>
<td>59%</td>
<td>83%</td>
<td>97%</td>
<td>99.9%</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>76%</td>
<td>94%</td>
<td>99.7%</td>
<td>99.9%</td>
</tr>
</tbody>
</table>

This discrepancy is due to the fact that as the reference set size grows and more nodes can be queried for information, the density of malicious information at the
benign nodes decreases. For example, if we look at Table 4.3, we can see that with 10% of the nodes being malicious with larger reference set sizes (32 and 64), there is minimal chance for a node to have more than thirty percent or more of the nodes to be malicious. However, as the reference set size decreases, the probability of having a significant number of malicious neighbors increases. Once the reference set reaches a significant size (32-64), the additional nodes do not convey extra resiliency.

Table 4.3
Probability of a reference set having at least 30% malicious nodes for the King topology

<table>
<thead>
<tr>
<th>Neighbor Set Size</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of Nodes %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>34%</td>
<td>19%</td>
<td>2%</td>
<td>.07%</td>
<td>.000006%</td>
</tr>
<tr>
<td>20</td>
<td>59%</td>
<td>50%</td>
<td>20%</td>
<td>9%</td>
<td>4%</td>
</tr>
<tr>
<td>30</td>
<td>76%</td>
<td>75%</td>
<td>55%</td>
<td>51%</td>
<td>57%</td>
</tr>
</tbody>
</table>

Impact of Attacks on Different Network Topologies

We examine the impact of the attacks on different network topologies with different sizes and variabilities by using three representative data sets. Figure 4.7, Figure 4.9, and Figure 4.10 shows the relative error for these data sets for various percentages of malicious nodes. Each of the topologies is adversely effected, with the King data set (Figure 4.7) showing the greatest degradation in accuracy due to the fact it has more variation in RTT and is prone to excessive over and under estimation in response to an attack. Meridian (Figure 4.9) shows less degradation due to the fact that it has less variation in its link latencies. AMP (Figure 4.10) shows more variability in the relative error due to its small size and frequent, large-scale node coordinate changes. As previously noted, as the percentage of attackers increases, the ability of the system to accurately estimate latency significantly degrades regardless of the topology.
4.4.4 Threshold Selection for Spatial-Temporal Outlier Detection

An important aspect of our approach is selecting the temporal and spatial thresholds that allow for the identification of potentially malicious query responses and eliminate them from the coordinate computation process. We consider the same attack scenario with a percentage of attackers as in Section 4.4.3 to experimentally determine our outlier detection thresholds since this scenario is one of the most difficult in which to identify malicious responses. When a malicious node selects a coordinate to respond with, this coordinate is selected from an area in which many altruistic nodes reside. The malicious nodes also report low but variable error inline with low-error altruistic nodes. These factors help disguise the malicious nodes actions and make them much harder to detect.

We use a slightly modified version of the method proposed in Section 4.3. Specifically, we do not use latency in the outlier detection due to the fact that the latencies are predetermined in the simulator and thus show little variability.

Temporal Threshold Selection

We used a threshold of 4.0 for our temporal outlier detection to allow for the four features: remote error, local error, change in remote coordinates, and change in local coordinates to vary at most one standard deviation over each feature from their temporally developed mean. The value was chosen based on the formula of the simplified Mahalanobis distance as discussed by Wang and Stolfo [75].

Spatial Threshold Selection

The threshold for our outlier detection can be mathematically derived as by Smith and Cheeseman [77] and Ribeiro [78], assuming a multivariate Gaussian distribution for the metrics vector. The contours of equal probability of this distribution create a 2-dimensional ellipse and the outlier threshold reflects the probability of a vector
being within the ellipse whose semi-axes are determined by $k$. The probability that a random vector lies within the ellipse increases with the size of $k$. Thus, for a given value of $k$ the probability that a probed tuple lies within the ellipse can be computed as:

$$P = 1 - e^{-\frac{k^2}{2}}$$  \hspace{1cm} (4.4)

We initially analytically selected $k = 1.5$, in theory creating a threshold through which 53% of the coordinate updates would successfully pass. Through empirical testing of over 200,000 coordinate updates over multiple simulations, we found an ellipse determined by this threshold will allow approximately 79% of the updates to pass. This variation from the mathematically derived value can be attributed to the fact that the used metrics do not form a perfect normalized distribution and have a smaller variance than assumed in Equation 4.4. A node may select smaller spatial threshold values for stronger security guarantees, with the drawback that it may find its coordinate less accurate due to discarding valid updates.

Figure 4.11, Figure 4.12, and Figure 4.13 present the relative error for the King data set in which the temporal outlier threshold was set to 4.0 and various spatial outlier detection thresholds were tested. Table 4.4 presents the corresponding false positive rate and median system prediction error for the different thresholds.
Although higher thresholds provide a smaller false positive rate, they do induce a higher error rate. For example, as malicious nodes are introduced into the system, a threshold of 2.00 maintains a low false positive rate with the trade-offs that the prediction error raises to 36ms, with 14ms more than the threshold of 1.5 which maintains a prediction error of 22ms when 30% of the nodes are malicious. We note that virtual coordinate systems are designed to be long-running services and hence the presence of a small percentage of false positive will not hinder the system. Based on the results in the three figures and Table 4.4 we conclude that a spatial threshold of 1.5 worked well for different percentages of attackers while having an acceptable false positive rate.

4.4.5 Mitigating Attacks Against Virtual Coordinate Systems

In this section we demonstrate the effectiveness of our defense mechanisms at mitigating the effects of malicious nodes and sustaining the usability of the system.

Inflation and Deflation Attacks

We begin by reexamining the inflation and deflation attacks against a victim node, this time with a system using our defense mechanisms. The victim node is able to identify and mitigate the effect of the malicious nodes, achieving a prediction error of 11ms, as shown in Figure 4.4. The error is similar to a system under non-attack conditions (10ms), and nearly six times less than the unprotected system.

Different Percentage of Malicious Nodes

Figure 4.11, Figure 4.12, and Figure 4.13 present the relative error for the King data set for different percentages of malicious nodes. Note that for a spatial threshold of 1.5, our solution mitigates the system instability caused by the malicious nodes and even helps the system to stabilize at a more accurate local minimum than the initial
protocol design to tolerate benign errors. While each node may occasionally accept erroneous data from malicious nodes due to a short temporal history or a skewed spatial history with updates from only a few nodes (as can be seen by the brief rise in error before coming back down), over time the system is able to avoid many malicious updates.

Different Network Topologies

Figure 4.14 and Table 4.5 show the results for the King, Meridian and AMP topologies with and without outlier detection, where the attack scenario is the same as the coalition attack in Section 4.4.3. Applying the spatial threshold of 1.5 which was tested on the King data set, we find our solution is able to mitigate the system instability in all three data sets.

The King data set (Figure 4.14(a)), previously seen in Figure 4.12(b) and Figure 4.13(b)), maintains a low relative error for various percentages of the attackers. We also note it is able to maintain a low system prediction error and low number of false positives (Table 4.5). In Table 4.5, the less the system prediction error increased with the number of attackers, the more resiliently the system performed under attack. Similar trends can also be observed for the Meridian data set (Figure 4.14(b)). While our solution is able to offer protection to the smaller scale AMP data set from malicious nodes, it can be seen from Figure 4.14(c) that larger percentages of malicious nodes begin to overwhelm the system. This occurs since the percentage of malicious nodes is high ($\geq 30\%$) and each benign node will have many malicious reference set members. For example, given that 30% of the total nodes are malicious, the probability that at least 30% of the nodes in a reference set of AMP are also malicious is about 67%. This is nearly double the probability for King or Meridian under the same conditions due to AMP’s much smaller size.

We validate that the difference between the system under attack using our defense mechanisms and the system operating under non-attack conditions are not statistic-
Table 4.5
False positive rate (percentage) and median prediction error for different data sets using a spatial outlier threshold of 1.5

<table>
<thead>
<tr>
<th>% Mal. Nodes</th>
<th>Topology</th>
<th>Meridian</th>
<th>AMP</th>
<th>King</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>23, 30ms</td>
<td>21, 18ms</td>
<td>21, 16ms</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>13, 30ms</td>
<td>15, 20ms</td>
<td>13, 18ms</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>12, 32ms</td>
<td>14, 25ms</td>
<td>15, 21ms</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>11, 40ms</td>
<td>12, 36ms</td>
<td>11, 22ms</td>
<td></td>
</tr>
</tbody>
</table>
cally significant, meaning the attacks had little effect. For a smaller numbers of attackers (<30%), we test the null hypothesis $H_0: \mu_{\text{defense}} = \mu_{\text{normal}}$ using the two-sample t-test with pooled variance. Unexpectedly, we disprove $H_0$, concluding with high probability (nearly 100%) that the error results come from distributions with different means. Upon closer inspection, with high confidence, the actual mean of the system with defense is below that of the system under non-attack conditions, showing our defense mechanisms improves the operation of the system even under attack. For larger number of attackers ($\geq 30\%$), the actual mean of the system with defense is slightly greater than that of the system under non-attack conditions. From this, we conclude our technique degrades gracefully and is still able to prevent much of the damage attackers would be able to cause on an unprotected system.

Malicious Coalition Size Tolerated by Outlier Detection

All defense mechanisms and protocols resilient to insiders have limitations regarding the number of attackers they can tolerate. We analyze the number of malicious colluding nodes that can be tolerated by our outlier detection mechanism using a reference set size of 64. Table 4.6 presents the number of malicious nodes in a reference set which by colluding can influence the spatial centroid calculation enough to allow the attack types discussed in Section 4.2 to bypass the detection mechanism. Nearly twenty malicious nodes (or 30% of the reference set size) are required for nearly all of the identified attack types across the three data sets. The deflation attack is more successful for AMP since the RTTs are less variable and the virtual coordinate system creates one main cluster (Figure 4.3(c)) that contains all of the nodes. This also explains why high percentages of malicious nodes ($\geq 30\%$) were able to overwhelm our solution in the AMP scenarios. In these cases, the benign nodes were likely to have twenty or more malicious nodes in their reference set, which could cause the spatial centroid to shift and allow malicious updates to pass undetected. We conclude that our defense method works well when the size of the malicious coalition is smaller than
Table 4.6
Number of colluding nodes tolerated by spatial outlier detection for different data sets using a spatial outlier threshold of 1.5

<table>
<thead>
<tr>
<th>Attack Type</th>
<th>Data Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>King</td>
</tr>
<tr>
<td>Inflation</td>
<td>19.7</td>
</tr>
<tr>
<td>Deflation</td>
<td>20.2</td>
</tr>
<tr>
<td>Oscillation</td>
<td>19.6</td>
</tr>
</tbody>
</table>

one third of the total number of nodes in the reference set. This bound is inline with the performance of other methods that tolerate malicious insiders (e.g., [43]).

System Overhead

Our defense mechanisms adds minimal link stress as it uses one additional numerical value in addition to the information already being exchanged between nodes. The memory utilization for spatial correlation requires maintaining the most recent updates. In the case of the temporal outlier detection, the memory usage consists of maintaining the temporal centroid. By incrementally updating the centroid, we do not need to maintain the entire history for each probed node but only need to store the mean, standard deviation, and count for each of the metrics. The additional computational complexity is bounded by the number of nodes in the reference set which is constant. The computation of the temporal and spatial outliers is a constant time calculation performed at each node when it updates its coordinate.

4.5 Summary

In this chapter, we studied attacks against the accuracy of virtual coordinate systems, classifying three types of attack: coordinate inflation, coordinate deflation,
and coordinate oscillation. We showed that even a small number of attackers can severely degrade coordinate accuracy due to the epidemic nature of the attacks. We proposed spatial-temporal correlation to perform outlier detection on updates received from malicious nodes and eliminate them from the coordinate computation process and experimentally demonstrated the utility of our technique. Finally, we examined the limitations of our defense technique and found that the method starts degrading when more than 30% of the nodes in a reference set form a malicious coalition.
Figure 4.1. Example of the Vivaldi coordinate update process where the highlighted node is updating its location by querying the reference set node denoted by the anchor. The grayed-out nodes and links are part of the coordinate system but not the current update procedure. In Figure 4.1(a) the highlighted node exchanges information with anchor reference node. Figure 4.1(b) and Figure 4.1(c) depict the change in location of the highlighted node (and the estimated latency) when the node updates its coordinate using Algorithm 3. Figure 4.1(c) highlights the use of the dampening factor to minimize excess movement.
Figure 4.2. Example inflation attack scenarios against an individual victim node. Figure 4.2(a) represents the system in a benign scenario where the tension on the logical spring connecting the two nodes is at a minimum and not inducing movement. Figure 4.2(b) represents the coordinate inflation attack in which the malicious node is pulling the victim away from its correct position. Similarly, Figure 4.2(c) represents the coordinate inflation attack in which the malicious node is pushing the victim away from its correct coordinates.
Figure 4.3. Node placement chosen by Vivaldi for various data sets

<table>
<thead>
<tr>
<th>Attack</th>
<th>Pred. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>10 ms</td>
</tr>
<tr>
<td>Deflation</td>
<td>60 ms</td>
</tr>
<tr>
<td>Inflation</td>
<td>70 ms</td>
</tr>
<tr>
<td>w/defense</td>
<td>11 ms</td>
</tr>
</tbody>
</table>

(a) Prediction Error

(b) Node Placement

Figure 4.4. Victim node error and placement for a deflation and inflation attack (King)
Figure 4.5. Virtual coordinate system node placement under an oscillation attack (King)
Figure 4.6. System prediction error under different percentages of attackers (King)
Figure 4.7. Relative error under different percentages of attackers (King)
Figure 4.8. Median relative error under different reference set size with varying percentages of malicious nodes (King)
Figure 4.9. Relative error under different percentages of attackers (Meridian)
Figure 4.10. Relative error under different percentages of attackers (AMP)
Figure 4.11. Relative error using different spatial outlier thresholds when 10% of the network is malicious (King)
(a) 5<sup>th</sup> Pct. Relative Error  
(b) 50<sup>th</sup> Pct. Relative Error  
(c) 95<sup>th</sup> Pct. Relative Error

Figure 4.12. Relative error using different spatial outlier thresholds when 20% of the network is malicious (King)
Figure 4.13. Relative error using different spatial outlier thresholds when 30% of the network is malicious (King)
Figure 4.14. Relative error under different percentage of attackers using a spatial outlier threshold of 1.5 with three real-life Internet latency data sets
5 RESPONDING TO IDENTIFIED THREATS

As peer-to-peer applications are deployed in unsecured environments such as the Internet, they will often be the target of malicious activity. Even though designing peer-to-peer protocols based on security principles such as those identified by Saltzer and Schroeder [34] will prevent many attacks from being successful, some attackers will still prevail and degrade the quality of service provided by the application. With this mind, peer-to-peer applications need an effective and efficient mechanism to respond to malicious nodes that interfere with the applications. A considerable amount of research has focused on the development of trust and reputation systems for peer-to-peer systems that help users make beneficial decisions assuming the existence of detection mechanisms for malicious behavior [104, 105]. It has been shown by Aberer and Despotovic [106], Damiani et al. [107], and Xiong and Liu [108] that these systems can provide an effective way to mitigate the effects of malicious nodes in decentralized distributed systems.

In order for reputation systems to become an important component of current and next generation peer-to-peer systems, it is critical that we understand the fundamental strengths and weaknesses of different reputation system design choices and how to integrate them with other system components. These choices will dictate the resiliency of the reputation system to attack and its ability to provide an accurate representation of trust in the network.

In this section, we provide an overview of reputation systems, analyze their possible vulnerabilities to malicious behavior, and provide a concrete solution utilizing the EigenTrust [105] reputation system to respond to malicious behavior in the context of the adaptive multicast system, ESM [35]. We summarize our key contributions:
• We provide an overview of an analytical framework by which reputation systems can be decomposed, analyzed, and compared using a common set of metrics. This framework facilitates insights into the strengths and weaknesses of different systems and comparisons within a unified framework. Additionally, we classify attacks against reputation systems, analyzing what system components are exploited by each attack type. We elucidate the relevance of the framework and the attacks by providing specific examples to the EigenTrust reputation system.

• We propose techniques to isolate malicious nodes by aggregating the local suspicious behavior derived from local observations (based on outlier detection) to build a global reputation for each overlay node using the EigenTrust reputation system [105]. We demonstrate the benefits of our response mechanism through deployments of ESM on the PlanetLab [58] Internet testbed.

The rest of the chapter is organized as follows: We provide an overview of reputation systems in Section 5.1 and their vulnerability to attack in Section 5.2. We present our two-part approach for responding to malicious behavior which uses local observed behavior to generate an immediate local bias against misbehaving nodes and subsequently allows the overlay to construct and share global knowledge about the malicious nodes in Section 5.3. We present experimental results demonstrating the attacks and the utility of the response technique in Section 5.4 and conclude this chapter in Section 5.5.

5.1 Reputation Systems

Reputation and trust play a pivotal role in peer-to-peer applications by enabling multiple parties, whether human or automated, to establish relationships that achieve mutual benefit. In general, reputation is the opinion of the public toward a person, a group of people, or an organization. In the context of peer-to-peer applications, reputation represents the opinions nodes in the system have about their peers. Repu-
tation allows parties to build trust, or the degree to which one party has confidence in another within the context of a given purpose or decision. By harnessing the community knowledge in the form of feedback, reputation-based trust systems help participants decide who to trust, encourage trustworthy behavior, and deter dishonest participation by providing a means through which reputation and ultimately trust can be quantified and disseminated [109]. Without such mechanisms, opportunism can erode the foundations of these collaborative applications and lead to peer mistrust and eventual system failure [110].

Due to their common purpose, reputation systems naturally share similar structural patterns. Understanding these similarities and developing an analysis framework serves a twofold purpose. First, it provides greater insight into prior research, facilitating common ground comparison between different systems. Second, it provides insights into the fundamental strengths and weaknesses of certain design choices, contributing to the future design of attack-resilient reputation systems. We identify the following three dimensions as being fundamental to any reputation system:

- **Formulation** The ideal mathematical underpinnings of the reputation metric and the sources of input to that formulation. For example, a system may accept positive and negative feedback information, weighted as +1 and −1 and define an identity’s reputation to be the summation of all of its corresponding feedback.

- **Calculation** The algorithm to calculate the mathematical formulation for a given set of constraints (physical distribution of participants, type of communication substrate, etc.). For example, the algorithm to calculate the formulation could specify that a random set of peers is queried and the feedback received for each identity tallied.

- **Dissemination** The mechanism that allows system participants to obtain the reputation metrics resultant from the calculation. Such a mechanism may involve storing the values and disseminating them to the participants. For exam-
ple, a system might choose to use a distributed hash table to store the calculated reputation values and a gossip protocol to distribute new information.

Realizing each reputation system is composed of these dimensions provides a basis for comparison between different systems and provides insights into the fundamental strengths and weaknesses of design choices with respect to malicious behavior. By analyzing a reputation system based on the composition of these dimensions, we can determine the vulnerabilities to which it is susceptible and which system will operate the best in a given environment.

5.1.1 The Dimensions of the EigenTrust Reputation System

One of the most well known and widely studied reputation systems is EigenTrust [105]. The EigenTrust reputation system was motivated by the need to filter out inauthentic content in peer-to-peer file sharing networks. EigenTrust calculates a global reputation value for each peer in the system based on the local opinions of all of the other peers.

Formulation

The input to the EigenTrust formulation consists of the information derived from the direct experience a peer has with other peers in the network and indirect information about the perception of neighboring peers about each other. To acquire the direct information, users provide manual feedback about each peer-to-peer transaction. A user ranks each transaction using the binary scale of positive or negative and the summation of these values is used as input into the formulation. The indirect information is automatically exchanged between peers and is what gives the system the ability to develop transitive trust. The system considers both positive and negative information and is biased towards positive information.
The formulation does not take into consideration the effects of how reputations change over time. While it is true that the local trust values are a summation of all votes ever cast for a particular identity, the formulation itself makes no attempt to distinguish between votes cast today vs. votes cast a year ago.

The intuition behind EigenTrust formulation is that a node $i$ forms a broader trust value ($t_{ik}$) in node $k$ by asking its neighbors to report their trust in $k$ and weighting those opinions by $i$’s trust in its neighbor: $t_{ik} = \sum_j c_{ij}c_{jk}$, where $c_{ij}$ is the normalized local trust value of node $i$ in node $j$. The value $c_{ij}$ is calculated as follows:

$$c_{ij} = \begin{cases} \frac{\max(s_{ij}, 0)}{\sum_j \max(s_{ij}, 0)} & \text{if } \sum_j \max(s_{ij}, 0) > 0 \\ p_j & \text{otherwise} \end{cases} \tag{5.1}$$

where $s_{ij}$ represents the non-normalized local trust value at node $i$ in node $j$ and $p_j$ represents the default trust value for the node $j$. As the only trusted node for our application is the source, $p_j = 1$ if the node is the source and $p_j = 0$, otherwise. A node will have a local trust value of zero with all nodes it has not interacted with and initially only trust the source. When a node $i$ first interacts with another node $j$, it forms a new non-zero local trust value, $s_{ij}$, based on the “goodness” of the interaction. The reputation metric is formulated deterministically and produces values on a continuous spectrum between 0.0 and 1.0.

Calculation

**Algorithm 5: Basic EigenTrust Algorithm**

\[
\bar{t}^0 = \bar{p};
\]

\[
\text{while } \delta > \epsilon \text{ do}
\]

\[
\bar{t}^{k+1} = C^T \bar{t}^k;
\]

\[
\bar{t}^{k+1} = (1 - \lambda)\bar{t}^{k+1} + \lambda\bar{p};
\]

\[
\delta = \|\bar{t}^{(k+1)} - \bar{t}^{(k)}\|
\]

\[
\text{end}
\]
Given the formulation of trust in EigenTrust is based on the summation of observations and indirect data, it naturally lends itself to calculation using matrix operations. Using the basic EigenTrust Algorithm presented by Kamvar et al. [105] and reproduced in Algorithm 5, the idea of transitive trust can be extended to formulate a system wide trust ranking by formulating the summation of local trust values as a matrix multiplication. Through each iteration of multiplying the global trust vector $\vec{t}$ by the aggregated local trust values contained in $C$, the algorithm intuitively represents asking successively further nodes opinions of their neighbors. After each iteration, each of the trust values stored at source in $\vec{t}$ is normalized to guarantee that meaningful comparisons between values can be performed, but not that all trust values add up to one. The calculation continues until the convergence of $\delta = \|\vec{t}^{(k+1)} - \vec{t}^{(k)}\| < \epsilon$, where $\epsilon$ is empirically set to .0001. To guarantee that the calculation will converge, the pre-trusted nodes trust vector, $\vec{p}$, is used as the starting vector ($t^0 = \vec{p}$). To mitigate the effects of malicious coalitions of nodes cooperating to subvert the reputation system, the pre-trusted nodes are favored with a certain weight, $\lambda$, after each iteration.

While the formulation lends itself naturally to a centralized calculation based upon matrix operations, this is not desirable in the peer-to-peer file sharing environment. Instead, each peer calculates the global trust values by using a randomized algorithm which guarantees that each participant will converge to the same value within some error bounds. For the original distributed algorithm, the cost to calculate the global trust value for one identity is $O(n)$ in the worst case since (a) the number of iterations needed to converge can be viewed as constant and (b) it will need to potentially communicate with all other identities. Through optimization this bound can be reduced to $O(\log n)$ without compromising accuracy [105].
Dissemination

EigenTrust uses a deterministic dissemination framework which is dictated by the underlying application.

5.2 Vulnerabilities of Reputation Systems in Adversarial Environments

The success of a reputation system is measured by how accurately the calculated reputations predict the quality of future interactions. This is difficult to achieve in an environment where any party can attempt to exploit the system for its own benefit. The impact of attacks against reputation systems reaches beyond just the manipulation of virtual numbers and turns into dollars fraudulently lost and ruined business reputations [111].

We classify attacks against reputation systems based on the goals of the reputation systems targeted by attacks. The goal of a reputation system is to ensure that the reputation metrics correctly reflect the actions taken by participants in the system and cannot be maliciously manipulated. This is not achieved if participants can falsely improve their own reputation or degrade the reputations of others. As a result of the attacks, misbehaving participants can obtain unwarranted service or honest participants can be prevented from obtaining service.

We identify several classes of attacks:

- **Self-Promoting** - Attackers manipulate their own reputation by falsely increasing it.

- **Self-Serving or Whitewashing** - Attackers escape the consequence of abusing the system by using some system vulnerability to repair their reputation. Once they restore their reputation, the attackers can continue the malicious behavior.

- **Slanderering** - Attackers manipulate the reputation of other nodes by reporting false data to lower their reputation.
• **Orchestrated** - Attackers orchestrate their efforts and employ several of the above strategies.

• **Denial of Service** - Attackers may cause denial of service by either lowering the reputation of victim nodes so they cannot use the system or by preventing the calculation and dissemination of reputation values.

Each of these attacks can damage the reputation system and must be considered when selecting a system to secure and utilize. Besides degrading the utility of the reputation system, the attacks adversely impact any application using the reputation system to augment decisions. We must carefully analyze the goals of the peer-to-peer application and the environment in which the reputation system will be deployed in order to choose the best reputation system for the purpose.

5.2.1 Self-promoting

In self-promoting attacks, attackers seek to falsely augment their own reputation. Such attacks are only possible in systems that consider positive feedback in the formulation. Fundamentally, this is an attack against the formulation, but attackers may also exploit weaknesses in the calculation or dissemination dimensions to falsely increase reputation metric values.

Self-promotion attacks can be performed by a lone identity or organized in groups of collaborating identities. One very basic form of the attack occurs when an attacker fabricates fake positive feedback about itself or modifies its own reputation during the dissemination. Systems lacking mechanisms to provide data authentication and integrity are vulnerable to such attacks as they are not able to discern between fabricated and legitimate feedbacks.

However, even if source data is authenticated using cryptographic mechanisms, self-promotion attacks are possible if disparate identities or a single physical identity acquiring multiple identities through a Sybil attack [112] collude to promote each other. Systems that do not require participants to provide proof of interactions which...
result in positive reputations are particularly vulnerable to this attack. To perform the attack, colluding identities mutually participate in events that generate real feedback, resulting in high volumes of positive feedback for the colluding participants. Because the colluders are synthesizing events that produce verifiable feedback at a collective rate faster than the average, they are able to improve their reputations faster than honest participants or counter the effects of possible negative feedback. Such patterns of attack have been observed in the Maze file sharing system [113]. Attackers that are also interacting with other identities in honest ways are known as moles [114]. Colluding attackers can also contribute further to the self-promotion of each other by manipulating the computation dimension when aggregating reputation values.

5.2.2 Whitewashing

Whitewashing attacks occur when attackers abuse the system for short-term gains by letting their reputation degrade and then escape the consequences of abusing the system by using some system vulnerability to repair their reputation. Often attackers will attempt to re-enter the system with a new identity and a fresh reputation [115]. The attack is facilitated by the availability of cheap pseudonyms and the fact that reciprocity is much harder to maintain with easily changed identifiers [116].

This attack fundamentally targets the reputation system’s formulation. Formulations that are based exclusively on negative feedback are especially vulnerable to this type of behavior since newcomers have equal reputation metric values to participants which have shown good long-term behavior. Separately, a reputation system using either type of feedback (positive and/or negative) is vulnerable if the formulation relies exclusively on long-term history without discriminating between old and recent actions. If an attacker is able to generate a beneficial reputation based solely on history, it can perform short duration malicious attacks with little risk of negative consequences as the previous history will heavily outweigh current actions. This can have a large impact on the system as the malicious node will continue to have a
high reputation for a substantial period of time during which the system is slow to identify the malicious behavior and unable to sufficiently lower the reputation of the malicious node. In systems with formulations that include positive feedback, attackers may have to behave honestly for an initial period of time to build up a positive reputation before starting the self-serving attack. Attackers that follow this pattern are also known as traitors [117].

Whitewashing attacks may be combined with other types of attacks to make each attack more effective. For example, in systems with both positive and negative feedback, concurrently executing a self-promoting attack will lengthen the duration of effectiveness of a whitewashing attack. Likewise, whitewashing identities may slander those identities that give negative feedback about the attacker so that their negative feedback will appear less reputable since many systems weight the opinions of an identity by its current level of trustworthiness. In this case, slandering minimizes the amount of whitewashing an attacker must perform to maintain a good reputation.

5.2.3 Slandering

In slandering attacks, one or more identities falsely produce negative feedback about other identities. As with self-promoting attacks, systems that do not authenticate the origin of the feedback are extremely vulnerable to slander. In general, these attacks target the formulation dimension of a reputation system.

The attack can be conducted both by a single attacker and a coalition of attackers. As typically the effect of a single slandering node is small, especially if the system limits the rate at which valid negative feedback can be produced, slandering attacks primarily involve collusion between several identities. Depending on the application of the system, slandering attacks may be more or less severe than self-promotion attacks. For example, in high-value monetary systems, the presence of even small amounts of negative feedback may severely harm an identity’s reputation and ability to conduct business [118].
The lack of authentication and high sensitivity of the formulation to negative feedback are the main factors that facilitate slandering attacks. Reputation systems must consider the inherent trade-offs in the sensitivity of the formulation to negative feedback. If the sensitivity is lower, then the formulation is robust against malicious collectives falsely slandering a single entity, but it allows entities to exhibit bad behavior for a longer time, for the same decrease in reputation. On the other hand, if sensitivity is higher, the bad behavior of a single identity can be punished quickly, but honest identities are more susceptible to attacks from malicious collectives. If malicious collectives are well-behaved except to slander a single identity it may be difficult to distinguish that slander from the scenario where the single identity actually deserved the bad feedback that was received.

5.2.4 Orchestrated

Unlike the previously described attacks that employ primarily one strategy, in *orchestrated* attacks, colluders follow a multifaced, coordinated attack. These attacks utilize multiple strategies, where attackers employ different attack vectors, change their behavior over time, and divide up identities to target. While orchestrated attacks fundamentally target a system’s formulation, these attacks also may target the calculation and dissemination dimensions. If the colluding attackers become a significant part of the calculation or dissemination of reputation within an area of the system, they can potentially alter reputation metric values to their benefit.

One example of an orchestrated attack, known as an oscillation attack [119], is where colluders divide themselves into teams and each team plays a different role at different times. At one point in time, some teams will exhibit honest behavior while the other teams exhibit dishonest behavior. The honest teams serve to build their own reputations as well as decrease the speed of decline of the reputation of the dishonest teams. The dishonest teams attempt to gain the benefits of dishonest behavior for as long as possible, until their reputation is too low to obtain benefit from the system. At
this point, the roles of the teams switch, so that the dishonest teams can rebuild their reputation and the previously honest teams can begin exhibiting dishonest behavior. Even more complex scenarios are possible where there are more than two roles. For example, one team of nodes may self-promote, another may slander benign nodes, and the final team misbehaves in the context of the peer-to-peer system, such as dropping maintenance messages used to maintain the system structure and connectivity.

Orchestrated attacks are most effective when there are several colluders for each role. Larger numbers allow each colluder to be linked less tightly to other colluders, which makes detection much more difficult. Colluders performing orchestrated attacks balance between maximizing selfish or malicious behavior and avoiding detection. Robust formulations increase the number of colluders that must participate in order to achieve the desired effect.

5.2.5 Denial of Service

Finally, attackers may seek to subvert the mechanisms underlying the reputation system itself, causing a denial of service. Such attacks are conducted by malicious nonrational attackers, making them difficult to defend against. Systems using centralized approaches and lacking any type of redundancy are typically vulnerable to denial of service attacks. Attackers can attempt to cause the central entity to become overloaded (e.g. by overloading its network or computational resources). These attacks target the calculation and dissemination dimensions of a system and are performed by groups of colluding attackers.

Preventing a reputation system from operating properly with a denial of service attack may be as attractive to attackers as corrupting the reputation values, especially if the application employing the reputation system is automated and needs to make decisions in a timely fashion. For example, consider a peer-to-peer data dissemination application where data is routed along the most trustworthy paths. If the reputation system is inoperable, the system relying on reputation may need to continue to route
data even if reputation information is unavailable, allowing malicious identities to participate for periods of time without their negative reputations being known (or without being punished for their negative behavior).

5.2.6 EigenTrust Defense Mechanisms

The EigenTrust formulation has foundations in statistics, as the global trust vector can be formulated as the stationary distribution of a Markov chain. The formulation is designed so nodes give greater weight to information obtained from their neighbors or nodes they have interacted with in the past to mitigate malicious manipulations. Pre-trusted identities are used to bias reputation values towards known good nodes and ensure that the randomized calculation will converge quickly. Redundancy is employed during the calculation and dissemination stages to prevent benign data loss and malicious data tampering. Each of the score managers for an identity is randomly selected, making it less likely that a single malicious collective will be responsible for the reputation value for any one identity. The combination of these defense techniques makes EigenTrust robust to all of the previously mention attacks except for the whitewashing attacks.

5.3 Mitigating Identified Threats Based on Local and Global Reputation

In order to demonstrate how to analyze and integrate reputation into peer-to-peer applications, we designed a response mechanism based on a reputation system for the adaptive multicast system we explored in Chapter 3, ESM [35]. By analyzing local information at each node in ESM, we are able to detect possible malicious activity. Once this activity has been detected, corrective measures must be taken to isolate the malicious nodes and minimize their effect on the overlay network. Without appropriate response mechanisms, the overall system performance may suffer as the malicious nodes continue to interfere with the system. We propose a two-prong approach which uses local observed behavior to generate an immediate local bias against misbehaving
nodes and subsequently allows the overlay to construct and share global knowledge about the malicious nodes.

5.3.1 Isolating Malicious Nodes in ESM

Once malicious nodes are detected, corrective measures must be taken to isolate them and minimize their effect on the overlay network. Without appropriate response mechanisms, the overall system performance may suffer as the malicious nodes continue to interfere with the system. We propose a two-prong approach which uses local observed behavior to generate an immediate local bias against misbehaving nodes and subsequently allows the overlay to construct and share global knowledge about the malicious nodes. Each node creates and maintains a local suspects list. The list is periodically sent to the trusted source which uses the collected information to construct a global list of nodes that must be banned due to their malicious behavior. The source periodically sends the generated global black list to all nodes in the overlay structure via a gossip-based protocol. Building and disseminating the global list has a higher cost than maintaining just the local list at each node. However, it has the advantage that it allows the overlay to quickly converge to a stable equilibrium point and achieve higher throughput as malicious nodes are more quickly removed from the overlay. This is because each node does not have to experience the malicious nodes’ actions before being able to avoid them. Nodes are informed through the global black list and consequently are able to select beneficial parents.

Local Response

Each node takes immediate action based on a local suspects list created by tracking the behavior of neighbor nodes. This is achieved by recording any inconsistent metrics detected when performing outlier analysis on the information from the probed nodes. Every node computes a suspicion value for each neighbor based upon how far away the reported metrics were from the spatial and temporal centroids. The computation
of the suspicion value also takes into account each node locally sharing information with the other nodes about its suspects list.

$$q_{ij} = \begin{cases} q_{ij} + \alpha \left( \frac{|U_j - \overline{U}|}{\sigma_U} \right) + \beta \left( \frac{|V_j - \overline{V}|}{\sigma_V} \right) + N_r & \text{if } j \text{ is outlier} \\ \frac{3q_{ij}}{4} - 1 & \text{otherwise} \end{cases}$$ (5.2)

The suspects list is updated at the end of each probe cycle after the system has performed outlier detection. Equation 5.2 presents the computation of a single suspicion value during a probe cycle: $q_{ij}$ is the suspicion value of node $i$ for peer $j$, $U$ is the list containing the Mahalanobis distances measuring spatial distance for $i$’s peers, $V$ is the list containing the temporal distance for $i$’s peers, $\overline{U}$ and $\overline{V}$ are the averages of each list, $\sigma_U$ and $\sigma_V$ are the standard deviations of $U$ and $V$ respectively, and $N_r$ is a counter representing how many other nodes reported $j$ as suspicious. Each measure is weighted independently ($\alpha$, $\beta$, and $\gamma$) to allow the response to be tailored to the application or network conditions. Intuitively, our scheme assigns suspicion such that the greater the distance between the observed data for a node and the centroid of the entire data set, the greater the local suspicion value a node is assigned. We also assign more weight to the direct observations (i.e., how far a node’s distance is from the centroid) than to indirect observation (i.e., how many nodes reported a node as suspicious). The suspicion value is increased every probe cycle if the probed node is an outlier. Otherwise, as seen in the second part of Equation 5.2, the suspicion values undergoes decay to accommodate transient network conditions and allow nodes to be removed from the suspects list, eventually enabling a node that behaves well to be reconsidered as a parent.

Once a node is placed on the suspects list, it can be displaced as a child node, it will not be chosen as a parent, its gossiped information will not be propagated, and it may eventually be reported to the source as being malicious. A node will decide if it considers a neighbor node malicious by comparing the suspicion value against a threshold, $\Delta$. If the value is higher than the threshold, then the node is reported as malicious to the other nodes and the source.
Malicious nodes may collude and send false information causing non-malicious nodes to incorrectly suspect their peers. To prevent this, even if node \( i \) has a positive suspicion value for node \( j \), \( i \) will not report a negative reputation for \( j \) to the source unless \( i \) has directly experienced suspicious/malicious behavior from \( j \). This approach still allows honest nodes to build up a strong negative reputation through indirect observations, but holds global-response at bay until the malicious node directly treats the honest node badly. Even if a node is marked as suspicious, it will still receive service from the overlay and will remain a member of the topology. In this manner an honest node cannot be isolated from the overlay unless \textit{every} overlay node peer it attempts to use as a parent is malicious and drops all traffic to the honest node.

5.3.2 Global Response

Our global response mechanism creates a global representation of the trust in each node in the overlay by using a reputation system to aggregate the individual suspicion values from the local suspects list at the source. The nodes with a trust value below a specified threshold are added to a global black list disseminated to all nodes. We adapt a well-known distributed reputation system, EigenTrust [105], to the trust model of our application in which the source node is trusted. We selected the EigenTrust algorithm because its trust value aggregation method is robust to malicious nodes and coalitions as discussed in Section 5.2.6. We make several modifications to the EigenTrust algorithm to tailor it to our application.

Using the EigenTrust algorithm presented in Algorithm 5 our solution creates a formulation of the system wide trust ranking for each node. Since the source is the only trusted node in the system, it is the only node to start out with a positive reputation. The source’s pre-trusted weight, \( \lambda \), was empirically set at 0.3 to minimize the convergence time of the EigenTrust algorithm while still providing valuable feedback. Once the trust values drop below a specified threshold, \( \Psi \), the system will consider the identified node as being malicious.
In addition to tailoring the EigenTrust algorithm to our environment, we also take into account that while EigenTrust was designed to use and create positive reputation, our outlier detection produces only negative reputation about a node. We convert the local suspicion values into a positive form suitable for the EigenTrust algorithm.

5.4 Experimental Evaluation

We demonstrate the effects of the identified attacks and our response techniques under real-world conditions by conducting experiments on the PlanetLab [58, 71] Internet testbed. We conducted multiple experiments at different times of the day and different days of the week. Further, experimental nodes were selected randomly for different experiments to validate the statistical significance of results and nodes were chosen to span multiple operational and administrative domains. Each experiment was conducted multiple times and the results were averaged.

The baseline configuration for the following experiments consist of 60 minute long ESM deployments of 100 nodes in which the nodes join after the experiment begins and leave before it ends, with an average participation time of 45 minutes. Each node is probed every seven seconds, each node probes 30 peers, the saturation degree of benign nodes is six, and the source streaming rate is 480Kbps. We use a bit rate of 480 Kbps as it is sufficient to transmit video at two different qualities of audio. All experiments use these parameters unless otherwise noted.
5.4.1 Mitigating Identified Threats

**Algorithm 6**: Procedure to exclude malicious nodes as possible parents. The code is invoked after line 8 in the ESM parent selection pseudo-code presented in Algorithm 1

| Input: Potential Parent Candidates List ($PCL$) |
| Output: Updated $PCL$ |

```plaintext
foreach rnode in $PCL$ do

// Ignore Known Malicious Nodes
// Resulted from Global Response
if (rnode is on BlackList) then
    remove rnode from $PCL$;
else
    keep rnode in $PCL$;
end

// Detect Malicious Behavior
// Resulted from Local Response
if (outlierDetection(rnode) == false) then
    keep rnode in $PCL$;
else
    remove rnode from $PCL$;
end
end
```

To demonstrate the effectiveness of our response mechanisms at mitigating the effects of malicious nodes and sustaining the average bandwidth of the system, we conducted experiments in which a percentage of the nodes were malicious and recorded the average bandwidth for the duration of the experiment. The system was using both spatial and temporal outlier detection discussed in Section 3.5 to generate the local suspicion values. The additional steps which occur during the parent selection process to mitigate the effects of malicious nodes are presented in Algorithm 6, which is executed between lines 8 and 9 of the original parent selection algorithm presented in Algorithm 1.
Figure 5.1. (a) The effectiveness of local response only in mitigating attacks on an ESM overlay of 100 nodes on PlanetLab for a duration of 30 minutes. (b) The effectiveness of local and global response in mitigating attacks on an ESM overlay of 100 nodes on PlanetLab for a duration of 30 minutes. (c) The average bandwidth over time for an ESM overlay of 100 nodes on PlanetLab for a duration of 30 using both response mechanisms under non-attack conditions.

Figure 5.1(a) and Figure 5.1(b) present results for the local and global response mechanisms when 30% of the nodes are malicious. Each malicious node joins the network and lies about having the best bandwidth (480Kbps), latency (0ms), and no saturation. Once the malicious nodes have had a chance to optimize their position in the overlay, fifteen minutes after they joined the overlay, they start dropping 90% of the data traffic received through the data dissemination tree. We also present as a reference the average bandwidth under non-attack conditions, with the response
mechanisms enabled in Figure 5.1(c). Figure 5.1(a) shows that using only a local response does decrease the effect of the malicious nodes. However, the average bandwidth of the system converges to a value below the one obtained in the absence of malicious nodes and the system takes longer to stabilize. Next, we explored the effect of the global response mechanism on the bandwidth and system stability. Figure 5.1(b) demonstrates that the addition of the global response mechanism in combination with the local response further decreases the effect of the malicious nodes, bringing the average bandwidth of the system close to the value when no malicious nodes exist in the system. When using only the local response, over one third of the identified malicious nodes were actually false positives. By using the global reputation system, we were able to reduce the number of false positives to zero. We also evaluated the use of only the global response mechanism, which we can see in Figure 5.2 resulted in performance similar to the combination of the local and global response mechanisms but showed greater variation in bandwidth.

The system settings for the response mechanism can be found in Table 5.1. Intuitively, the settings were designed to place more weight on being consistent with the current state of the system as measured by the spatial outlier while allowing nodes to have small inconsistencies in reported metrics and not be considered malicious. Each value was determined empirically through experimentation. As shown

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Spatial (Horizontal) Outlier Weighting</td>
<td>10</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Temporal (Vertical) Outlier Weighting</td>
<td>7</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Gossip Response Weighting</td>
<td>1</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Local Reporting Threshold</td>
<td>14</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>Global Trust Value Threshold</td>
<td>Variable</td>
</tr>
</tbody>
</table>
Figure 5.2. The effectiveness of global response only in mitigating attacks on an ESM overlay of 100 nodes on PlanetLab for a duration of 30 minutes.
Figure 5.3. Attack effectiveness against different response mechanisms on an ESM overlay of 100 nodes. Tau represents the amount of damage an attack created in the system.

in Figure 5.1(b), even a very conservative response mechanism greatly increases the resiliency of the network to a large percentage of malicious attackers. While the conservative approach was only able to blacklist approximately one third of the malicious nodes (no non-malicious nodes were blacklisted), the remaining malicious nodes were pushed towards the fringes of the overlay, allowing the system to sustain near-optimal bandwidth. As the response mechanism is tuned to the application and network conditions, it is able to identify and quarantine higher percentages of malicious nodes. It was identified during testing that the local suspects list could be optimized to only include nodes that had been considered as a parent. This allowed each node to track a much smaller set of suspicious nodes and resulted in a homogenous set of suspicion values at the source. We were able to set cutoff thresholds much tighter without blacklisting poor performing non-malicious nodes, thereby improving the effectiveness of our response mechanism.

Figure 5.3 presents the effect of the response mechanisms on the relative strength of the attacks, $\tau$, as defined in previously in Equation 3.1. It confirms the intuition
that when the response mechanisms act quickly, the strength of the attack will be diminished as the malicious nodes are more quickly eliminated from the list of potential parents. As expected, the local response mechanism can partially mitigate the effects of the attackers, while the faster convergence of the global mechanism results in a smaller damage on the overall system. The higher the cut-off threshold, the smaller the damage on the system.

Figure 5.4. Malicious node location for an ESM overlay of 100 nodes with 30% malicious nodes on PlanetLab under different response mechanisms

Figure 5.4 presents the effectiveness of the response mechanisms at moving the malicious nodes towards the fringes of the tree to locations of less influence. Without a response mechanism, the majority of malicious nodes (18 out of 30) occupy interior positions in the multicast tree, with the rest being leaves in the tree. The greater the number of interior positions the malicious nodes control, the greater the effect they will have on the system performance since they can affect all nodes downstream of them. By utilizing the local response only, the system is able to push more of the malicious nodes towards the fringe of the network, with only 11 being interior nodes and 19 now being leaf nodes. Note that the local response does not ban nodes from the
network since they can only be banned when the global mechanism is activated. With the addition of the global response and the ability to remove malicious nodes from the network, the system is more effective in responding to the malicious nodes. For example, with a global response threshold of .92, only 4 malicious nodes are interior nodes, 6 nodes are leaf nodes, and the remaining 20 are removed from the network entirely. By removing malicious nodes from locations of influence, our solution is able to maintain the performance of the system.

5.4.2 Overhead and System Performance

Our response mechanisms introduce minimal link stress since the reputation information for each individual node is combined with the pre-existing membership protocol. Additional messages are required to disseminate the global black list to member nodes through the multicast tree and suspect information from each member node to the source. On average, the source receives an extra $83\left(\frac{N}{t}\right)$ Bytes of network traffic per second, where $N$ is the size of the overlay and $t$ is the reporting interval. In our experiments, $t$ was set to 20 seconds, resulting in the source receiving approximately 413 Bytes of suspect data per second. Every node in the tree receives $4B$ Bytes of black list information every $t$ seconds, where $B$ is the number of nodes on the black list. The memory utilization per node is up to $8N$ Bytes for the suspects list and up to $4N$ for the black list. The difference is due to each node storing a local reputation for every other node on the suspects list. During calculations of trust at the source, an extra $4N^2$ Bytes for matrix operations are temporarily required. As can be seen, the additional messaging and storage overhead for our response mechanism is minimal.

5.5 Summary

In this chapter, we identified reputation systems as one mechanism for responding to malicious threats in peer-to-peer systems. We provided an overview of reputation
systems, detailing their basic structural components and potential vulnerabilities to malicious behavior. We created a concrete solution to respond to identified threats utilizing the EigenTrust reputation system to respond to malicious behavior identified in ESM. The solution has a two-prong approach, using local observed behavior to generate an immediate local bias against misbehaving nodes and subsequently aggregating these local observations into a global trust value for each node through the use of an augmented version of the EigenTrust reputation system. Our experiments demonstrated that our technique improves the resiliency and overall stability of the system by isolating the malicious nodes.
The ability to efficiently manage large amounts of data, now commonly stored across multiple locations, has led to increased interest in distributed information retrieval. A common form of a distributed information retrieval system is the distributed hash table (DHT), which provides the nodes in a network with the ability to efficiently store and locate \( (key, value) \) pairs. Given the general applicability of DHTs, recent research has focused on improving the lookup performance of these systems [54, 120–124]. Many of these improvements hinge on optimizing DHT routing and node selection based on measured network latency (e.g., contacting the peer node with the lowest latency). One popular method for obtaining estimates of network latency while avoiding the cost associated with direct measurement is through the use of decentralized virtual coordinate systems [54, 124–126].

While these optimizations increase the performance of the system, they also open new attack vectors to malicious nodes. The optimization techniques use system components, such as virtual coordinate systems, under the assumption that the information provided by the underlying system is correct. As has been noted in previous work [127], this assumption is not valid for the open environments in which peer-to-peer systems are routinely deployed. If malicious attackers are able to subvert the underlying virtual coordinate system, then they can adversely impact the performance of the overlying application. In this chapter, we make the following contributions:

- We demonstrate the impact malicious attacks against lower-level system components have on higher-level applications through p2psim [86] simulations of the Kademlia DHT [128] using the Vivaldi virtual coordinate system [87] to provide latency estimations for the King topology [88]. We show the performance
of Kademlia is detrimentally effected by various attacks against the underlying virtual coordinate system and continues to degrade as the number of malicious nodes increases.

- We elucidate the hidden tradeoff between optimizing the DHT performance and stability versus the resiliency of the DHT to attack based on real-world implementation and parameters [129]. For example, we find that a Kademlia bucket size of 10 peers provides improved lookup performance and maintains robustness to attack, even when 30% of the network is malicious.

- We demonstrate how the identified attacks detrimentally effect the overlying application, regardless of its construction, through p2psim simulations of the Chord DHT [130] utilizing the Vivaldi virtual coordinate system to provide latency estimations for the King topology. We show that the higher-level application performance severely degrades as the number of attackers increases. We also demonstrate the effectiveness of deploying a robust network awareness component (a robust virtual coordinate system) at mitigating the effects of the attack. We found through empirical studies that our robust implementation of the Vivaldi virtual coordinate system is able to preserve the upper-level application performance, even when 30% of the network is malicious.

The rest of the chapter is organized as follows: We provide an overview of DHTs in Section 6.1. In Section 6.2, we examine the Kademlia DHT and experimentally validate the impairment of the overlying DHT caused by attacks against the Vivaldi virtual coordinate system used to provide latency estimation in Section 6.2. Next, in Section 6.3, we examine the attacks in the context of the Chord DHT and demonstrate how these effects can be mitigated by incorporating a robust virtual coordinate system conferring resiliency to attack. Finally, Section 6.4 concludes this chapter.
6.1 Distributed Hash Tables

Distributed hash tables are a class of distributed application which provide the nodes in a network with the ability to efficiently store and retrieve \( \langle \text{key}, \text{value} \rangle \) pairs. Over the past few years, DHTs have generated a great deal of research interest, resulting in the creation of a myriad of systems such as Chord [130], Kademlia [128], Pastry [131], and Tapestry [82]. Along with the creation of multiple DHTs with differing properties, they are employed as building blocks in a variety of systems, ranging from file distribution protocols such as BitTorrent, secure communications platform such as CSpace [132], to content distribution networks such as Coral [133].

6.2 The Kademlia Distributed Hash Table

The Kademlia DHT [128] is a \( \langle \text{key}, \text{value} \rangle \) store in which each node (and value) is assigned a 160-bit identifier \( i \in \{0, 1\}^{160} \) when it enters the system. In order to determine the distance between two identifiers \( x \) and \( y \), Kademlia defines an XOR metric where the distance is simply the integer representation of the bitwise exclusive or \( (x \oplus y) \). Conceptually, the length of the common prefix of the identifier increases as the distance between identifiers decreases.

As part of the Kademlia protocol, for each bit \( b \) of the node id \( i \), a node stores a list, known as a bucket, of contact information about peers who have an XOR distance between \( 2^i \) and \( 2^{i+1} \) from \( i \). Up to \( k \) peers are stored in each bucket in order to provide resiliency to node failure. As nodes receive Kademlia routing and lookup messages, they update their buckets with the sender’s identifier until each bucket has \( k \) peers. If there are already \( k \) peers in the bucket, a non-responsive node (or the least-recently seen node if all nodes are responsive) is removed from the bucket and the new identifier is appended, keeping the list ordered by the time last seen.

The most important component of Kademlia is the \( \langle \text{key}, \text{value} \rangle \) lookup. While it has been shown that recursive lookups can provide performance gains in terms of latency [54], Kademlia uses iterative lookups as they provide greater fault tolerance.
and easier debugging. To find the value associated with a key $key$, a node $n$ selects $k$ nodes that are closest to $key$ and sends $\alpha$ of these nodes concurrent request for $key$. If the receivers of the request possesses the value, it is returned to the $n$. Otherwise, the receivers reply with the $k$ nodes that are closest to $key$. If any replies $n$ receives contain the value, $n$ terminates the lookup process. Otherwise, $n$ will aggregate the peers received from the remote peers, selecting a new set of $\alpha$ closest peers to query. If at any point one of the concurrent requests experiences a timeout, the receiver is removed from the $n$’s bucket and a new request to the next closest node is sent. The procedure to iterate through the identifier space terminates when the value is found or $n$ has queried all of the closest neighbors it received during its search.

6.2.1 Utilizing Latency Estimation to Improve Kademlia Performance

In the original design of Kademlia, each of the buckets contains up to $k$ values order by the time a node was last seen. While maintaining the list in terms of stay time is beneficial in terms of resiliency to churn, the Kademlia protocol can also be augmented to utilize latency information to improve the lookup performance while maintaining resiliency and preserving the DHT invariants. This flexibility allows the system to use latency estimation provided by network services such as the Vivaldi virtual coordinate systems as depicted in Figure 6.1 to optimize peer selection and retention, reducing the average lookup time by fifty percent [123].

This latency information provided by the virtual coordinate system is utilized in two manners. First, as each node fills the buckets associated with each bit $b$ of the identifier space with peers, it also tracks the network latency to each peer. In order to estimate the latency between any two nodes in the network, each node maintains a coordinate in a decentralized virtual coordinate system. These coordinates are appended to each message a node disseminates and are used to estimate the latency between nodes. If an identifier is being added to a bucket with $\geq k$ responsive peers, the peer with the highest (estimated) latency is evicted.
Figure 6.1. An depiction of Kademlia DHT using the latency estimation provided by a virtual coordinate system to optimize its performance. Low-rate network latency measurements are provided by the virtual coordinate system component, which provides virtual coordinates to the higher-level Kademlia DHT to be used to estimate the latency between arbitrary nodes.

In addition to augmenting the maintenance of the buckets, the \( \langle key, value \rangle \) lookup is updated to utilize the latency information. Normally, during each lookup, Kademlia selects the \( k \) nodes that are closest in terms of the XOR distance to the key \( key \) and subsequently randomly selects \( \alpha \) of these nodes to contact. This selection of \( \alpha \) random nodes is performed multiple times as the lookup initiator iterates through the identifier space in the search for the desired value. Instead of randomly selecting
\( \alpha \) out of \( k \) peers, the lookup protocol is updated to contact the \( \alpha \) nodes closest in terms of estimated latency. This allows the protocol to maintain a worst case lookup performance of \( \log(n) \) hops while decreasing the average time required for lookups.

6.2.2 Draining the Performance of Kademlia

If new system components such latency estimations provided by virtual coordinate systems are not robust to malicious compromise, the operation of the overlying DHT can be significantly impaired. We demonstrate the impact various attacks against virtual coordinate systems have on the overlying Kademlia DHT by varying the percentage of malicious nodes and attack type.

Experimental Methodology

We use the King data set [88] in conjunction with the p2psim simulator [86]. We utilize the King data set since it is representative of larger scale peer-to-peer systems for which most DHTs are designed and the data set was used to validate several virtual coordinate system and DHT designs. We ran each simulation for 200 time units, where each time unit is 500 seconds in length. Every simulation was run ten times with the lookup latency averaged over all of the simulation. We enable the system to quickly form and stabilize by having the nodes join the DHT in a flash-crowd scenario in which all nodes join simultaneously, allowing us to focus on the lookup performance of the DHT. While previous research [129, 134] has shown that \( \alpha = 3 \) concurrent lookups and buckets containing \( k = 20 \) peers provide good tradeoffs between performance, consistency, and overhead, we analyze a range of lookup options and bucket sizes to determine their impact on the susceptibility of the system to attack. We let the number of concurrent lookups range from \( 1 \leq \alpha \leq 8 \) and found \( \alpha \in \{2, 4\} \) to be representative of the system performance in our simulations and present the corresponding results below. All other Kademlia parameters were
initialized to the optimal values discussed by Maymounkov et al. [128] or established empirically by the authors of p2psim [86].

In order to quantitatively compare the effect of attacks on the overlying DHT, we evaluate the system metric:

- **Lookup Latency** is defined as the time required to find the address of the node holding a key \( k \) in the DHT and return the location to the requestor. Note, the time required to actually retrieve the data from the remote node is not considered.

Coordinate Deflation Attacks

The first set of attacks we examine are those based on coordinate deflation, as described in Section 4.2. In such attacks, the malicious nodes induce the victim to move towards the origin of the coordinate space and then remain immobile by reporting positions near the origin with low error. In this manner, malicious node are able to trick the benign node into assuming their positions are correct and have low error, causing the correct nodes to avoid updating their coordinates and resisting future coordinate adjustment attempts.

As we can see from Figure 6.2, the deflation attack on the underlying virtual coordinate system greatly increases the lookup latency for Kademlia. If we examine the case when \( k = 20 \) nodes (e.g., the most commonly suggested value), we can see that the lookup performance is approximately 2.5 time higher with 10% malicious nodes in the network, 3 times higher for 20% malicious, and 3.5 times higher with 30%. We also note that the effect of the attack is observable even for smaller values of \( k \). This is due to the fact that many of the coordinates converge to points near the origin, with the malicious nodes being some of the exception. Differentiation between nodes based on latency becomes increasingly random, with nodes selecting high latency peers that would normally reside in distant parts of the coordinate space.
Coordinate Inflation Attacks

The next set of attacks we analyze are those based on coordinate inflation described in Section 4.2. In order to influence the coordinate construction of the nodes, the malicious nodes utilize two tactics. First, the malicious nodes attract victim nodes towards random positions away from the victims’ correct position by reporting coordinates in remote parts of the coordinate space and a low error. Additionally, if the attacker node is located near the origin of the coordinate space, the attacker will induce delay by delaying query responses, pushing the victim node further out in the coordinate space.

Figure 6.2. Kademlia lookup latency under different percentages of attackers performing a deflation attack on the underlying virtual coordinate system.
As can be seen in Figure 6.3, the combination of these tactics leads to a reduction in the accuracy of the virtual coordinate system and can severely degrade the performance of the overlying Kademlia DHT. Initially, for smaller values of $k$, the performance of the system is minimally affected, maintaining performance similar to that of the system under no attack. However, as the value of $k$ increases, the lookup time begins to degrade. This is due to the fact that as the number of potential nodes at each step in the routing processes increases, a benign node has more possible chances to inaccurately select nodes with faulty coordinates by selecting malicious nodes or nodes who have been induced to move away from their correct position. When the values of $k$ are smaller, the routing process utilizes fewer optimization decision based
on latency, minimizing the impact of the attack on the underlying virtual coordinate system. Additionally, we note that as the percentage of attackers increases, the degradation of the lookup latency time for larger number of neighbors also increases. For example, with $k = 32$, the lookup time increases by approximately 200ms for each additional 10% malicious nodes in the network over the initial 10%.

Coordinate Oscillation Attacks

The final set of attacks from Section 4.2 are the coordinate oscillation attacks, in which the attacker attempts to prevent the coordinate system from converging to stable embedding by creating general disorder in the system. In order to conduct this attack, the attackers reports different, random coordinates associated with a random low estimation error for each new query. Additionally, the attackers will delay query responses by $t_d ms$, where $t_d \in [100, 1000]$. The combination of these tactics causes benign nodes to continually update their coordinates, often moving large distances in a random direction in the coordinate space, maintaining a high estimated error. The fact that nodes maintain high estimated errors actually aggravates the attack as the high error, benign updates are given less importance when updating the coordinates, giving malicious updates more weight.

While it is not as severe as the previous attacks, we can see from Figure 6.4 that the oscillation attack still impacts the performance of the optimized Kademlia DHT. The reduction in severity is due to the random nature of the coordinate updates caused by attack. Over the lifetime of the system, the benign nodes will receive random updates from malicious nodes that actually move them towards their appropriate locations in the coordinate space. As the number of peers ($k$) in each bucket increases, so does the degradation in the lookup time. For instance, when each bucket has $k = 20$ peers, regardless of the percentage of malicious nodes, the lookup time is approximately double that of a system under no attack. Similar to the inflation attacks, the smaller values are more resilient to the attack as there are less choices for each optimization
Figure 6.4. Kademlia lookup latency under different percentages of attackers performing an oscillation attack on the underlying virtual coordinate system.
decision, with a node likely to choose the same path as when the system simply used the XOR metric. It is also interesting to note that unlike the other attacks, the most damaging oscillation attacks occur when a smaller percentage (10%) of the nodes are malicious. This is also due in part to the random nature of the oscillation attack. As more malicious nodes are added to the network, the greater the number of changes the benign nodes will make based on the malicious updates, with a percentage of these updates send the node in the correct direction and effectively canceling out other malicious updates.

6.2.3 Kademlia Discussion

As shown in the previous subsection (Section 6.2.2, each of the attacks against the underlying Vivaldi virtual coordinate system greatly affects the performance of the overlying Kademlia DHT. While previous work [122, 129] has suggested a larger bucket size improves the performance and stability of Kademlia, there is a hidden tradeoff between the bucket size and the resiliency of the system to attack. We can see from Figure 6.2, Figure 6.3, and Figure 6.4 that smaller bucket sizes ($k \leq 10$), are actually more resilient to attack. As Kademlia is an important component of many peer-to-peer systems including BitTorrent [1], system architects must take this tradeoff into consideration. For deployed systems, a bucket size of 10 provides a good tradeoff between performance enhancement and resiliency to attack.

We also note that while attacking the virtual coordinate system has a significant impact on the lookup latency of Kademlia, other system performance metrics such as lookup success rate are unaffected by these attacks. At the level of the overlying system, the attacks against the subcomponent will produce very little visible effects, making them difficult to detect. This insight motivates the need to deploy robust virtual coordinate systems to protect the performance of both the virtual coordinate system and the overlying DHT.
6.3 The Chord Distributed Hash Table

In the Chord DHT, every node is assigned a $n$-bit identifier based on the hash of its IP address and every \(<key, value>\) pair is assigned a $n$-bit identifier based on the hash of the key. When a node joins the DHT, it is placed into a logical ring based upon its identifier, connected to the node with the previous identifier and the next highest identifier (the predecessor and successor, respectively). For example, in Figure 6.5, the predecessor of node 211 is 205 and the successor of node 211 is 230. In addition, a node with an identifier $a$ maintains a table of neighbors known as a finger table, where the $i^{th}$ finger points to the node closest to the identifier $a + 2^i$. These fingers can logically be thought of as “shortcuts” across the ring, allowing for shorter, more efficient lookup paths. As these values are assigned at join time and may change due to churn, a node will periodically run a maintenance protocol to ensure its predecessor, successor, and fingers are accurate and reachable.

When a \(<key, value>\) pair is added to the system, it is assigned to the first node with an identifier greater than or equal to the hash of the key $k$. When a client attempts to locate the key $k$ in the DHT, it can query any node in the DHT to start the lookup process. In Figure 6.5, node 100 has been queried for a key $k = 228$. The query will be iteratively forwarded through the finger and successor links around the ring until the query reaches the node 230 which holds the key $k$. For further details on the protocol, we refer the reader to [130].

6.3.1 Utilizing Latency Estimation to Improve Chord Performance

In the original design of Chord, the selection of the node with which to fill the $i^{th}$ position of the finger table of node $a$ is restricted to the node closest to the identifier $a + 2^i$. However, it has been realized that this “requirement” is not fundamental to the correct operation of the protocol and any node which falls in the range $[a + 2^i, a + 2^{i+1}]$ will satisfy the system requirements [135]. As seen in Figure 6.5, the lookup originator has multiple choices for each finger node. This flexibility allows the system to utilize
Figure 6.5. An example lookup for the key 228 in the Chord DHT using an 8-bit \(2^8 = 256\) identifier space. The square represents the origin of the lookup while the large, filled diamond nodes are entries in its finger table. The smaller, unfilled diamonds represent possible finger choices in the identifier range denoted by the dotted arcs, which are both described in further detail in Section 6.3.1. The unfilled circles represent nodes on the lookup path and the final filled circle represents the node that holds the desired key \(k\). The lookup path is denoted by the arrows.

the latency estimation provided by virtual coordinate systems such as Vivaldi to optimize the finger selections, reducing the average lookup time by nearly one-half [54].
When a node updates the $i^{th}$ finger, it will check up to $x$ nodes, where $x$ is some small constant defined by the system, in the desired range of $[a + 2^i, a + 2^{i+1}]$ to determine which one has the lowest latency and will thus result in the best performance for lookups. It has been shown in previous work that $x = 16$ provides near optimal results [54].

6.3.2 Experimental Evaluation

While the inclusion of the Vivaldi virtual coordinate system as a component of Chord can significantly improve the performance of the system, it also opens it up to a new avenue of attack. If the latency estimations provided by the virtual coordinate system are not robust to malicious compromise, the operation of the DHT can be significantly impaired. In essence, the system is only as strong as its “weakest link”. We demonstrate the impact attacks against the virtual coordinate system have on an overlying DHT and how these effects can be mitigated by adding robustness to the underlying virtual coordinate system.

Evaluation Methodology

In order to quantitatively compare the effect of attacks on the overlying DHT, we evaluate two system metrics:

- **Lookup Latency** is defined as the time required to find the address of the node holding a key $k$ in the DHT and return the location to the requestor.

- **Normalized Lookup Delay** is defined as

$$Lat_{\text{norm}} = \frac{Lat_{\text{attack}}}{Lat_{\text{no\-attack}}}$$

where $Lat_{\text{attack}}$ is the difference between the optimal and actual lookup latency measured in the presence of malicious nodes and $Lat_{\text{no\-attack}}$ is the difference between the optimal and actual lookup latency measured without malicious nodes.
The optimal lookups occurs when nodes fill their finger table with the lowest latency nodes from the specified range, as discussed in Section 6.3.1. This metric captures the impact of malicious activity on the performance of the DHT. A normalized lookup delay greater than one indicates a degradation in performance (larger lookup times) while a value less than one indicates performance closer to optimal.

We use the King data set [88] in conjunction with the p2psim simulator [86]. We present the results for the King data set as they are representative of the results experienced with the other data sets. We ran each simulation for 200 time units, where each time unit is 500 seconds in length. Every simulation was run ten times with the lookup latency averaged over all of the simulation. We enable the system to quickly form and stabilize by having the nodes join the DHT in a flash-crowd scenario in which all nodes join simultaneously, allowing us to focus on the lookup performance of the DHT. We used a finger table with the optimal size of $x = 16$, as shown by Dabek et al. [54]. All other Chord parameters and were initialized to the optimal values discussed by Gummadi et al. [135] and Dabek et al. citeDabek2004.

Utilizing a Non-Robust Virtual Coordinate System for Latency Estimation

We investigate the effect of malicious nodes attacking the underlying Vivaldi virtual coordinate system has on the lookup latency of Chord by varying the percentage of malicious nodes using the attacks described in Section 4.2.

Figure 6.6 presents the average lookup latencies for the Chord DHT over Vivaldi being attacked by several percentages of malicious nodes. As the number of malicious nodes increase, the average lookup performance of the system degrades. Under non-attack conditions, the DHT has an average lookup latency of 418ms. When 30% of the nodes in the network are attacking the virtual coordinate systems, the lookup latency increase to 600ms. In this case, an average lookup for the DHT utilizing a non-robust virtual coordinate system took nearly 50% longer when attackers were
Figure 6.6. Chord lookup latency under different percentages of attackers targeting the Vivaldi virtual coordinate system over the King topology present. Lookups in the 5th percentile are less affected as these lookups have shorter lookup path lengths (< 3 hops) while lookups in the average and 95th percentile cases have longer paths (≥ 5 hops), increasing the chances the path will traverse a higher latency hop.

Adding Robustness to the Virtual Coordinate System to Maintain DHT Performance

As noted previously in Section 6.2.3, a robust virtual coordinate system is needed to protect the performance of both the virtual coordinate system and the overlying DHT. We further motivate the need to protect the virtual coordinate system subsystem and not just the higher level DHT. We also demonstrate the effectiveness of our defense mechanisms employed at the level of the Vivaldi virtual coordinate system at mitigating the effects of malicious nodes as seen by the higher-level application, the Chord DHT.
If defense mechanisms are only placed at the high-level application, both the detection and efficient response to attacks targeting specific subsystems become much more difficult. First, while attacking the virtual coordinate system has a significant impact on the lookup latency of Chord, other system performance metrics such as lookup success rate and hops per lookup are unaffected by these attacks. Under both benign and attack conditions, a random key lookup succeeded on average 97% of the time with an average path length of 5 hops, with almost no variation seen between different scenarios. This suggests that attacks against the underlying components produce little “visible” effect at the upper-level of the system, making them difficult to identify. Secondly, even if an attack is detected, the upper-level system is unable to take preventative actions against the malicious nodes since the system implicitly trusts the underlying components and is unable to determine which nodes are incorrectly using the virtual coordinate system. These reasons necessitate that the virtual coordinate system itself be robust to attack.

Figure 6.7. Normalized lookup delay for Chord under different percentages of attackers
Figure 6.3.2 presents the normalized lookup delay for different percentages of malicious nodes. As the underlying system is attacked, the ability of the overlying DHT to choose optimal finger nodes degrades, causing the normalized lookup delay to greatly increase. For example, with just 10% malicious nodes, the normalized lookup delay is 1.93 times greater than that of the system not under attack. A detailed explanation of the drop in attack strength under 20% malicious attackers is provided later in this section. Any user or application storing and fetching data from the DHT will notice a marked increase in the average response time no matter the percentage malicious, thus degrading the performance of the system and user experience. However, with the addition of robustness through the use of outlier detection to the virtual coordinate system, the effect of the attack on the DHT has been greatly decreased. For example, utilizing a spatial outlier threshold of 1.5, the normalized lookup delay for a system experiencing attack by 10% of its nodes is .93, or 7% better than prior to our solution. This allows the DHT to more accurately assess and choose the optimal finger nodes.

In order to determine if the decline in performance of the DHT under attack is due to a select group of high error nodes or a general system decline, we look at the effect of the attack on individual nodes in the network. We can see from the CDFs presented in Figure 6.8, analogous to the increase in the average lookup latency error, as the number of attackers increases, the number of nodes able to maintain low lookup latency error decreases. For example, under non-attack conditions, 67% of the nodes have a lookup latency error of less than or equal to one (which indicates performance equal to or better than average) while over 95% have a lookup latency error less than 2. However, as seen in Figure 6.8(a), with a network containing just 10% malicious nodes, only 22% of the nodes are able to maintain a lookup latency error of less than one and only 66% have a lookup latency error less than 2. Using a spatial outlier detection threshold of 1.5 and a temporal threshold of 4.0, the system is able to return to functioning at non-attack scenario levels, while 66% of the nodes have a lookup latency error of less than one and over 94% have a lookup latency error less than 2.
For both Figure 6.3.2 and Figure 6.8, it at first appears that the attacks with 20% malicious nodes are detrimental but less effective than other percentages of malicious attackers. Upon further inspection, we determined that the random node movement caused by the attack forced a number of optimal finger node selections to have artificially low latency estimations and thus be chosen as fingers while many higher latency nodes (which would be avoided by the optimal selection) had markedly higher latency estimations. In other attack scenarios, these two cases were reversed, with many higher latency nodes having their latency estimation artificially reduced and thus being chosen as finger nodes. This artifact of virtual coordinate system caused the normalized lookup delay in the 20% malicious nodes scenario to be lower than the other attack percentages.

By using a robust virtual coordinate system to estimate network latency, the DHT is able to optimize its performance in both non-attack and attack scenarios.

6.4 Summary

In this chapter, we demonstrated the susceptibility of higher-level applications to malicious attack against their supporting components. Through simulations based on real-life topologies, we showed that multiple attack types performed against the Vivaldi virtual coordinate system severely impact the performance of an overlying DHT, irrespective of the DHT formulation. In some cases, the lookup latency of the system was triple that of the system not under attack. We elucidated the need to understand how the design parameters of protocols like Chord and Kademlia, such as the number of peers per bucket, impacts their resiliency to malicious attack. For example, we found that a bucket size of 10 peers provides a good balance between performance enhancement and resiliency to attack, even when 30% of the network is malicious. Finally, our simulation demonstrated how the use of a robust virtual coordinate system to estimate network latency allows the DHT to optimize its performance in both non-attack and attack scenarios.
Figure 6.8. Cumulative distribution functions of the normalized lookup delay for Chord under different percentages of malicious nodes in three different scenarios. The red upright triangle line plots the conditions experienced when no malicious nodes are present, the green downward triangle plots the conditions experienced when using a non-robust virtual coordinate system, and the black square line plots the conditions experienced when using a robust virtual coordinate system. The solid blue vertical line represents a normalized lookup delay of 1, at which point nodes are experiencing performance similar to the average optimal delay.
7 RELATED WORK

This chapter provides a review of relevant related work that has influenced the research we have presented. We look at previous attacks exploiting adaptive systems and how techniques from anomaly detection such as using spatial and temporal correlation in conjunction with the Mahalanobis distance could be used to effectively constrain attackers. We review previous research in areas such as BGP, which also utilize data-plane information similar to path graph solution and helped to motivate some of our solutions. We delve into attacks against virtual coordinate systems and demonstrate how previous methods to mitigate them differ from our solution. We review interesting work in error minimization techniques which could be used in conjunction with our solutions to create even more robust systems. We examine previous solutions from the domains of secure localization in sensor networks and secure routing which provide insights into how to secure peer-to-peer systems. Finally, we present an overview of previous work in reputation systems that helped to motivate our response mechanism.

7.1 Attacks Exploiting Adaptivity

Previous work showed the vulnerability of the TCP adaptation mechanisms (i.e., the congestion control mechanism) to malicious attacks [136]. The authors showed that by manipulating the end-system's perception of network congestion, the adaptivity mechanism could be used to perform a low-rate DOS attack with severe effects on TCP throughput. The attack was generalized in [137], as a form of low-rate ROQ attack targeting point-to-point adaptive control loops that drive resource allocation and affect perceived service of a system (bandwidth, jitter, etc). Our work assumes a stronger adversarial model in an overlay network. The nature of the attacks, appli-
cation and deployment environment allows us to use a context sensitive observation space and correlated information associated with the same information that drives the adaptation to detect and limit the effect of malicious behavior.

7.2 Use of Spatial and Temporal Correlations

Recently, the benefits of the Mahalanobis distance for statistical anomaly detection have been demonstrated in the context of network intrusion detection [75,138]. In the work by Lazarevic et al. [138], the authors present a comparative study of detection schemes based on data mining techniques for network based intrusion detection. Wang and Stolfo [75] discuss an unsupervised, payload-based network anomaly detector based on the Mahalanobis distance which was used to detect attacks like worms.

Spatial and temporal correlations were previously used in the context of network security. A notable work in this aspect by Jiang and Cybenko [74] uses temporal and spatial correlations to detect attack scenarios using a large amount of information from intrusion detection systems, firewalls, and different software logs. Unlike this more general approach, our work focuses on virtual coordinate systems and overlay networks and does not look for correlations, but exploits the fact that they exist to detect inconsistent metrics and find suspicious nodes.

Correlations have also been used in wireless networks for the detection of attacks [139,140]. The work by Huang et al. [139] uses correlations between different features to identify attacks against wireless ad hoc routing protocols while the work by Tanachaewiwat and Helmy [140] shows how to augment sensor networks with spatio-temporal correlations to detect misinformation being injected into the sensor streams. In our work, the correlation is incorporated with each system and analysis is performed on real deployments and Internet data sets.
7.3 Robust BGP Using Data-Plane Information

A popular area of research has been securing BGP routing. Several proposed security mechanisms make use of the data-plane information present in BGP to make it more robust to misconfiguration and attack. Listen and Whisper [141] are protocols based on anomaly-detection designed to secure BGP by detecting inconsistencies in the reported data-plane information. Hu and Mao [142] examine methods for detecting prefix hijacking attacks in real-time by examining collected routing updates for inconsistencies and comparing these with data-plane fingerprints of suspicious prefixes to reduce false positives. Stealth Probing [143] uses data-plane information combined with encryption and multipath routing to detect and prevent attacks on BGP routing. While each of these solutions for threats to BGP are not directly applicable to the peer-to-peer environment, they helped inspire some of this work and lend credibility to our belief in using lightweight information-driven techniques to add robustness to peer-to-peer systems.

7.4 Defense Mechanisms in Virtual Coordinate Systems

Research has demonstrated the susceptibility of Vivaldi to attacks [83, 84]. To address these vulnerabilities, there have been several proposed methods to maintain virtual coordinate system accuracy [95, 144–146]. The PIC virtual coordinate system [95] uses a security test based on the triangle inequality in which any node that violates the triangle inequality above some margin of error is ignored and designated as malicious. However, it has been shown that RTT measurements often violate this inequality [147–149] and thus solutions based solely on such inequalities may degrade system performance when no attack is occurring.

Recent work by Kaafar et al. [144] utilizes a solution which employs a set of trusted nodes as a reference set by which to analyze all node behavior for malicious patterns and behavior. In a similar vein, the reputation-based work by Saucez et al. [145] uses a priori trusted nodes to rank and detect malicious nodes. The key difference
between these techniques and our method is we do not necessitate the need for a trusted component in the network. The work by Sherr et al. [146] uses a verification set of nodes for a node $n$, where $n$’s update is considered malicious if a certain percentage of the verification set perceives the error of the update to be greater than a predetermined threshold. The main differences between this technique and our solution for securing virtual coordinate systems is we do not necessitate the need for extra node sets nor network communication and we utilize outlier detection over multiple metrics. One interesting research avenue to further increase the robustness of virtual coordinate systems is through the combination of techniques such as those suggested by Sherr et al. [146] with our solution. Under such a system, each node would reach independent decisions about the data it is receiving which are augmented using the group decisions reached by the verification set.

7.5 Coordinate System Error Minimization and Landmark Selection

An important area of research orthogonal to the security of the virtual coordinate system is the minimization of error in the system. The accuracy of such systems is greatly effected by landmark placement for centralized schemes and neighbor selection in decentralized schemes. In the work by Zhang et al. [150], it is shown that a hierarchical approach can lead to better performance over non-hierarchical solutions. Works by Lua et al. [148], Zhang et al. [151], and Narayanan and Shim [152] demonstrate shortcomings of current systems and propose possible new metrics and measurements to more accurately embed the latency in the coordinate system. These areas provide interesting opportunities for further research since our work could possibly leverage these new metrics to place further constraints on the attackers and create a more robust, accurate, and fault-tolerant system.
7.6 Secure Localization in Sensor Networks

There have been many solutions proposed to secure localization in sensor networks. While these provide insight into securing virtual coordinate systems, the majority of the solutions rely on assumptions that are not applicable in the peer-to-peer domain. Defense mechanisms such as SPINE [153], LAD [154], and TCSD [155] as well as those proposed by Lazos et al. [156] and Mathews et al. [157] rely heavily on pre-defined set of reference nodes to identify potentially malicious activity. ROPE [158], SLA [159], and the work by Mathews et al. [157] require the reference nodes to be trusted. As decentralized virtual coordinate systems do not have such infrastructure components, the proposed solutions are not applicable. Additionally, solutions such as ROPE [158] and HiRLoc [160] rely on secure communication based on cryptography to mitigate outside attackers. Our defense mechanisms are designed to mitigate insider attacks which are not prevented by such schemes.

Recently, there has been growing interest in utilizing anomaly detection to mitigate attacks in sensor network localization [155, 161, 162]. DRBTS [161] creates a distributed reputation-based trust protocol to detect malicious reference nodes and TCSD [155] detects temporal and spacial inconsistences in reported data caused by malicious tampering. Based on the broadcast nature of the wireless medium, both solutions require nodes to overhear each other which is not possible in our environment. Li et al. [162] utilize statistical methods to secure sensor localization. The authors developed an attack resilient location estimator based on Least Median of Squares (LMS) designed to tolerate malicious nodes as opposed to removing them. Their technique generates random subsets of data from the original data pool for individual estimations and then combines these estimations based on their quality. While Li et al. [162] holds similarities to ours in that it filters out outliers in the range estimates to improve sensor location estimates, our technique utilizes multiple, correlated attributes over the observation space and over time to improve the performance of the system.
7.7 Secure Routing

Our research has ties to secure wired and wireless routing. A large number of solutions have been proposed to secure wired routing, with particular focus on securing interdomain routing [142, 163–167]. Many of these solutions rely solely on the use of cryptographic constructions [163–165]. These techniques are often expensive in terms of complexity and do not offer protection from malicious insiders who have compromised a machine and have access to all information on it, including the cryptographic keys.

Previous work in wireless routing has examined defending against malicious insiders [168–171]. Ariadne [168] and SDT [169] utilize multiple routes through the network to prevent malicious nodes from dropping data. Watchdog [170] relies on properties of the wireless medium to overhear packets sent between nodes to ensure nodes are functioning correctly. ODBSR [171] identifies malicious links through the use of probes and acknowledgments along the faulty path. These works use different environmental assumptions (a broadcast medium) and have much higher communication overhead than our proposed solution.

Other research has examined the use of anomaly detection to identify and avoid suspicious routing behavior [142, 166, 167, 172, 173]. PHAS [166] allows the owners of routing prefixes to collect information about current and past BGP routing updates and check the validity of anomalous route updates based on expected patterns, similar to signature-based anomaly detection. Hu and Mao [142] combine anomaly detection based on control-plane information with host fingerprints to detect route hijacking attempts. Zheng et al. [167] utilize path monitors to determine if the current routing path is within some a threshold distance of the expected routing path through the network. Huang and Lee [172] and Patwardhan et al. [173] detect malicious actions in wireless networks based on deviations from predefined patterns. Our work differs in the fact it does not require extra infrastructure components and is based on statistical anomaly detection which does not require sequences of events to detect malicious
activity. Additionally, we use a variant of statistical anomaly detection that utilizes multiple, correlated attributes and is not based on differences determined by finite automata.

Another interesting approach for securing interdomain routing is SBone [174], in which autonomous systems improve their security by creating collaborative overlays of a small numbers of systems. One possible avenue for further research is to enable the collaboration of virtual coordinate system nodes similar to that of SBone to increase the efficacy of the system.

7.8 Reputation Systems

A considerable amount of research has focused on the development of trust and reputation systems for peer-to-peer systems [104, 105] and ad hoc networks [175], which help users make beneficial decisions assuming the existence of detection mechanisms for malicious behavior. It has been shown in [106–108] that these systems provide an effective way to mitigate the effects of malicious nodes in a decentralized distributed system. In [119], the authors provide techniques for improving the security of reputation systems which could be used in conjunction with our approach. Our work presents concrete solutions for the detection mechanisms that reputation can be built on.

To the best of our knowledge, our work is one of the few implementations of a reputation system in overlay applications that has been tested in a operational system over the Internet and not just simulated. Credence [176] is one other system that we are aware of which uses a reputation system to deal with the file pollution problem in a file-sharing application. Unlike Credence, we focus on multicast applications and consider malicious insiders. Although our work has the advantage of having a point of trust (i.e., the source), it faces the challenge that it can not rely on human interaction to generate reputation. Instead, it achieves its goals in an autonomic fashion.
Peer-to-peer applications will only continue to grow in importance as the world becomes increasingly connected. Given the open nature of these applications and their susceptibility to attack, creating systems that maintain their performance while being resilient to attack will be key to their continued success. In this thesis, we have developed a framework of robust system components which can be used to construct the next generation of peer-to-peer systems. We identify and characterize three critical components (robust adaptability, robust network awareness, and responsiveness to identified threats), identify their associated security risks, provide techniques to make each component robust to malicious activity, and demonstrate how to effectively integrate them into current systems.

For robust adaptation, we focused on insider attacks against adaptation mechanisms. First, we proposed a lightweight solution which aggregates and correlates network topology and application metrics at each node, allowing the nodes to use the derived information to make better adaptation decisions and to constrain the actions of malicious nodes. Second, we proposed the use of context sensitive anomaly detection to detect spatial and temporal outliers of measured and probed metrics, allowing nodes to avoid malicious data and unnecessary adaptations. Our experiments conducted using the adaptive, unstructured overlay multicast system ESM showed that although ESM employs an advanced set of adaptation mechanisms, it was unable to mitigate the attacks posed by a malicious adversary. The experiments also demonstrated that our techniques improved the adaptation process and the overall stability of the system while limiting the effect of malicious nodes.

To enable efficient network awareness, we turned to virtual coordinate systems. We studied attacks against the accuracy of virtual coordinate systems, classifying three types of attack: coordinate inflation, deflation, and oscillation. We showed that
even a small number of attackers can severely degrade coordinate accuracy due to the epidemic nature of the attacks. We proposed to use spatial-temporal correlation to perform outlier detection on updates received from malicious nodes and eliminate them from the coordinate computation process and experimentally demonstrated the utility of our technique. Finally, we examined the limitations of our defense technique and found that the method starts degrading when more than 30% of the nodes in a reference set form a malicious coalition.

In order to create solutions that are responsiveness to identified threats, we examine the incorporation of a reparation system as a basic system building block. We identified their basic structural components and their possible vulnerabilities to malicious behavior. We provided a concrete solution utilizing the EigenTrust reputation system to respond to malicious behavior identified in ESM. We proposed a two-prong approach which uses local observed behavior to generate an immediate local bias against misbehaving nodes and subsequently allows the overlay to construct global knowledge about the malicious nodes through the use of a global reputation system. Our experiments demonstrated that our technique improves the resiliency and overall stability of the system while limiting the effect of malicious nodes.

Reinforcing the need for creating secure system components, we looked at the susceptibility of higher level applications to malicious attack against their supporting components. Through simulations based on real-life topologies, we showed that multiple attack types performed against the Vivaldi virtual coordinate system severely impact the performance of an overlying DHT, irrespective of the DHT formulation. In some cases the lookup latency of the system was triple that of the system not under attack. We demonstrated through simulation how the use of a robust virtual coordinate system to estimate network latency allows the DHT to optimize its performance in both non-attack and attack scenarios.
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