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ABSTRACT 

Bhargava, Radhika PhD, Purdue University, August 2019. Adversarial Anomaly 
Detection. Major Professor: Chris Clifton. 

Considerable attention has been given to the vulnerability of machine learning 

to adversarial samples. This is particularly critical in anomaly detection; uses such 

as detecting fraud, intrusion, and malware must assume a malicious adversary. We 

specifically address poisoning attacks, where the adversary injects carefully crafted be­

nign samples into the data, leading to concept drift that causes the anomaly detection 

to misclassify the actual attack as benign. Our goal is to estimate the vulnerability 

of an anomaly detection method to an unknown attack, in particular the expected 

minimum number of poison samples the adversary would need to succeed. Such an 

estimate is a necessary step in risk analysis: do we expect the anomaly detection to 

be sufficiently robust to be useful in the face of attacks? We analyze DBSCAN, LOF, 

one-class SVM as an anomaly detection method, and derive estimates for robustness 

to poisoning attacks. The analytical estimates are validated against the number of 

poison samples needed for the actual anomalies in standard anomaly detection test 

datasets. We then develop defense mechanism, based on the concept drift caused by 

the poisonous points, to identify that an attack is underway. We show that while it 

is possible to detect the attacks, it leads to a degradation in the performance of the 

anomaly detection method. Finally, we investigate whether the generated adversarial 

samples for one anomaly detection method transfer to another anomaly detection 

method. 
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1 INTRODUCTION 

Anomalies are data patterns that deviate from the normal behavior. Anomaly de­

tection is important because the anomalous items translate into significant and ac­

tionable information in a wide variety of application domains [1]. E.g., in credit 

card data, anomalies signify that there has been a fraudulent transaction or identity 

theft has taken place. Anomalies in medical sensor data can be monitored to provide 

preemptive health warnings [2], or vibrations in a machine could be evidence that 

the machine is faulting [3]. Anomaly detection techniques are also used to monitor 

network traffic and identify intrusions [4]. Anomalies in diagnostic medical images 

or health monitoring sensors could indicate the presence of diseases [5]. In indus­

trial anomaly detection, sensor data can be used for early identification of faults in 

manufacturing systems thereby preventing disruption of the systems [6]. 

A number of anomaly detection systems have been developed based on unsuper­

vised and supervised machine learning techniques such as support vector machines, 

clustering, neural networks etc. The difference between unsupervised and supervised 

techniques is that unsupervised do not require labelled data but supervised does. 

Unsupervised techniques are especially beneficial in the anomaly detection domain; 

as there is a class imbalance between normal instances and anomalies in the training 

data. Anomalies are significantly less as compared to the normal training data in­

stances. These techniques are often based on traditional machine learning techniques, 

such as classifiers that classify the event as an anomaly or normal data [7], or cluster­

ing methods where an item not falling in a cluster is considered an anomaly. A broad 

classification of anomaly detection approaches includes nearest-neighbor, clustering, 

classification, statistical, information-theoretic and spectral [1]. 

Classification techniques learn a discriminating boundary between the normal class 

and anomalous class, in the given feature space. Nearest neighbor techniques assume 
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that normal data lies in dense neighborhood whereas anomalous data occurs far away 

from their closest neighbor. Clustering techniques assume that normal belongs to a 

cluster whereas anomalies are not part of any cluster. In statistical techniques, nor­

mal data belongs to a high probability region of a statistical model whereas anomalies 

belong to a low probability region. Information theoretic approaches assume that the 

data irregularities are anomalies. The approach adopted by spectral anomaly detec­

tion technique is to embed data in a lower dimension space (e.g., using eigenvalues 

and eigenvectors) where anomalies and normal data points are different. 

While anomalies can occur for many benign or malicious reasons, in security 

applications of anomaly detection; the “interesting” anomalies are the consequence of 

malicious actions (fraudulent credit transactions, intrusion attempts, malware, etc.). 

As a result, we should be concerned that an adversary may actively try to defeat the 

anomaly detection system. Security applications (e.g., credit card fraud detection, 

intrusion detection, etc.), of machine learning assume the presence of an adversary 

who is actively trying to circumvent the machine learning algorithms. This has led to 

the growth of studying the security of machine learning algorithms, i.e., adversarial 

machine learning - the study of the efficacy of machine learning algorithms in the 

presence of an adversary. Adversaries are no stranger to the fact that machine learning 

tools are being applied to security domains and are actively looking for opportunities 

to subvert these tools by exploiting the assumptions that the practitioners make (e.g., 

data points in the dataset are independent, dynamic training of machine learning 

algorithms). Whenever anomalous behavior is a result of malicious adversaries; the 

malicious adversary adapts himself so as to look more benign. 

1.1 Motivation 

Machine learning algorithms have been shown to be vulnerable to adversarial ex­

amples, i.e., carefully crafted malicious samples that are imperceptible to humans, 

but can alter the classifications of the machine learning algorithm. For classification, 
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the goal of the crafted adversarial samples is bypass the target model; for instance, 

spam emails that are classified as legitimate by a spam filter, anomalies that are 

detected as normal. These input modifications or perturbations are introduced by 

an adversary to yield specific - targeted misclassification. Adversarial samples have 

been shown to circumvent intrusion detection [8], fraud detection, or to mislead au­

tonomous navigation systems [9]. 

Anomaly detection systems are used for security purposes like intrusion detection, 

fraud detection, virus detection. We can assume that whenever machine learning 

approaches are used to provide security against illicit activities, an adversary will 

try to circumvent these measures. These systems are used to adapting the security 

tools to the dynamic properties of the data by being trained and retrained on new 

data. This adaptability property of the anomaly detection approaches makes them 

vulnerable to the manipulation of the learning environment by an adversary. E.g., 

an adversary may inject fake data to modify the decision boundary of the algorithm 

[10–14]. The main challenge addressed in this paper is that an adversary tries to 

actively manipulate the data to escape detection 1 . 

Security (encompassing the security of machine learning techniques) is an arms 

race [14, 17]. Spam filtering is an example of an “arms race” that is characterized 

by increasing sophistication at the end of both the spammer and the defender. The 

defender and the attacker aim to accomplish their objectives by modifying their be­

havior in response to the strategy of their adversary . Anomaly detection is no dif­

ferent - attackers evade anomaly detection systems (intrusion detection, credit card 

fraud detection) [18] by developing new attack vectors to circumvent known defense 

mechanisms. 

To stay ahead in this arms race we need to follow these three principles [19]­

1. Know your adversary - “If you know the enemy and know yourself, you need 

not fear the result of a hundred battles” - Sun Tzu. If you know your adversary 

1Note that we are using adversarial machine learning in the sense of [15]. There has been recent 
use of the term adversarial in the sense of using two machine learning models to train each other, 
e.g., [16]; this is significantly different from the issue addressed in this paper 
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which encompasses his knowledge, capabilities and goals you will be able to 

formulate a better defense mechanism. This involves building a threat model 

which characterizes the adversary. 

2. Be proactive - This entails testing your defense mechanism against all possible 

attacks that you can develop given the threat model 

3. Defense mechanism - Robust techniques can be built if you know your adversary 

and his capabilities. Designing a threat model and being proactive is a precursor 

to building more robust mechanisms. 

In this thesis, we assume that the adversary can poison the input training data 

and analyze the vulnerability of anomaly detection approaches to this attack. The 

goal of these samples is that given a malicious sample ‘a’, the adversary wants to add 

poison samples so that the classification of the malicious sample ‘a’ changes to benign 

by altering the decision boundary of the machine learning algorithm. This kind of 

attack is relevant in anomaly detection where the adversary is actively trying to escape 

detection but wants his sample to be unaltered. Consider a scenario - a person has 

stolen a credit card and wants to make a large purchase. Input perturbations would 

require the adversary to alter his spending amount so as to be misclassified which 

defeats the purpose of the adversary. The adversary would rather induce fake data 

sets so that he can disguise himself among benign-looking data points. 

1.2 Thesis Statement & Research Questions 

We hypothesize, that given an anomaly detection approach, and an adversary who 

poisons the training data to try to cause a target attack point to be misclassified as 

benign, we can: 

1. estimate the expected minimum effort (number of poison samples) the adversary 

would need to inject, and
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2. adapt anomaly detection techniques to increase resistance to such a poisoning 

attack. These can be done by the defender knowing only the general distribution 

of adversarial attacks, with no prior knowledge of a specific attack. 

Based on this hypothesis our thesis answers the following questions: 

1. Given that an adversary knows that the underlying algorithm is, what is the 

optimal attack strategy for a targeted attack and can we bound the adversary’s 

effort? 

2. Can we predict the vulnerability of the anomaly detection methods under this 

attack? 

3. Can we detect these attacks? 

1.3 Contributions 

We first present a model to analyze the security of different anomaly detection 

approaches. We look at classification, clustering and nearest-neighborhood techniques 

to derive bounds on the attacker’s effort required to subvert the anomaly detection 

approach. We derive defense mechanism to improve the robustness of the techniques. 

We then investigate the transferability of adersarial samples. 

1.3.1 Security of DBSCAN 

DBSCAN [20] is a popular density based clustering algorithm for anomaly detec­

tion and has been effectively applied in a variety of domains [21–23]. The method 

assumes that the normal data lies in high density regions whereas anomalies or out­

liers are the points that lie in low density regions. One of the advantage of the density 

based method is that it is good at discovering clusters of arbitrary shapes making it 

one of the dominant and ubiquitous technique in anomaly detection. 

DBSCAN starts with an arbitrary object in the dataset and checks the number 

of objects within a given radius. If the number of objects with in that radius are 
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more than the threshold required for a cluster, it is marked as a normal point and 

if the number of objects in within the given radius are less than the minimum num­

ber of objects required, then the data point is marked as anomaly. DBSCAN is a 

global density based algorithm, i.e., the results depend on the global density threshold 

settings. 

Our contributions include proposing a framework to address situations where the 

adversary is unable to change their own data, but can create fake entities to attempt 

to make their actual data look less like an anomaly. We then evaluate how vulner­

able DBSCAN-based anomaly detection is to such an attack and have answered the 

following questions: 

1. Given, that we know our anomaly detection approach is DBSCAN what is the 

adversary’s lowest-cost attack strategy? 

2. Can we bound the adversary’s effort w.r.t to the attack strategy? 

3. In the face of an unknown attack, can we build a model which can estimate the 

adversary’s effort and quantify the degradation in the vulnerability? 

4. Can we develop a detection technique which can be used as a counter measure 

for this attack? 

1.3.2 Security of LOF 

The nearest-neighborhood techniques like Local Outlier Factor [24](LOF), is a 

technique developed specifically for anomaly detection, rather than an application 

of a different machine learning approach. It classifies anomalies based on its local 

neighborhood and uses either the distance to its βth nearest neighbor or the relative 

density of each data point to compute the anomaly score. The assumption of a near­

est neighborhood technique is that normal data lies in dense neighborhoods whereas 

anomalous data occurs far from their neighbors (they have a lower density as com­

pared to their neighbors). LOF has been applied to anomaly detection in a variety 
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of domains [25, 26]. The main advantage of LOF is that it is capable of detecting 

outliers in a dataset even if it contains clusters of different densities. 

DBSCAN is a global density algorithm whereas LOF is a nearest neighbor algo­

rithm. The difference between LOF and DBSCAN is that DBSCAN decides anomalies 

based on global parameters whereas LOF decides based on the relative density of its 

neighborhood. 

Our contributions in analyzing the security of LOF includes developing an opti­

mal attack strategy by exploiting the assumptions that a practitioners make (e.g., 

independence, weak stochastic properties of the data) and modeling vulnerability to 

this attack. We have answered the following questions ­

1. What is the optimal attack strategy for a targeted attack on LOF and can we 

bound the adversary’s effort? 

2. Can we quantify the degradation in the performance of LOF to this attack? 

3. Can we make LOF robust to this attack? 

4. Given that DBSCAN and LOF are both density-based techniques, can the at­

tack samples/strategy be transferred? 

1.3.3 Security of One-Class SVM 

Classification based anomaly detection techniques learn a classifier from the given 

observations and then classifies a given data point as normal or anomalous. These 

techniques operate under the assumption that they can train the classifier to distin­

guish between anomalous and normal data from the given feature space. Examples 

include neural networks, support vector machines (SVM) etc. A number of variants 

of support vector machines have been developed for anomaly detection in temporal 

sequences [27], system call intrusion detection [28, 29]. One-class SVM [30] was de­

veloped for anomaly detection and it assumes that the training data belongs to only 
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one-class, i.e., the normal class. Outliers are any data points that do not belong to 

this class. 

Our contributions include developing an optimal attack strategy by exploiting 

typical assumptions (e.g., independence, weak stochastic properties of the data) and 

modeling vulnerability to this attack. We have answered the following questions: 

1. Given that an adversary knows that the underlying algorithm is one-class SVM, 

what is the optimal attack strategy for a targeted attack and can we bound the 

adversary’s effort? 

2. Can we quantify the degradation in performance and vulnerability of one-class 

SVM under this attack? 

1.4 Organization of the Thesis 

The thesis is organized as follows: in Chapter 2 we give an overview of the re­

lated work on anomaly detection techniques and approaches for security evaluation of 

different machine learning algorithms. Chapter 3 presents an attack model that has 

been used to develop optimal attack strategies for DBSCAN, LOF and one-class SVM. 

The security analysis of DBSCAN has been conducted in Chapter 4. This includes 

developing an optimal attack strategy, bounding the efforts of the adversary, assess­

ing the vulnerability of DBSCAN to this attack and presenting a detection strategy 

for the given attack strategy. Similar analysis has been conducted for LOF (Chapter 

5) and one-class SVM (Chapter 6). We have then analyzed the transferability of 

the adversarial samples generated for the poisoning attack among the three different 

techniques in Chapter 7. Finally, our conclusions and future work is presented in 

Chapter 8. 
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2 RELATED WORK 

This chapter includes an overview of the related work on anomaly detection techniques 

and approaches for security evaluation of different machine learning algorithms. 

2.1 Anomaly Detection 

Anomaly detection techniques consist of two phases, training and testing [31]. In 

the training phase, models of normal behavior are derived from unlabelled or labelled 

training data. In the testing phase, the models learned are queried to identify whether 

the new data is anomalous or not. Anomaly detection is similar to noise detection [32] 

- the main difference is that noise is irrelevant to an analyst but anomalies are of 

interest. The main challenges faced during anomaly detection are ­

1. Identification of a normal region is difficult as one needs to encompass the entire 

normal regions. Anomalies that are very close to the normal region are often 

misclassified as normal data points. 

2. The anomalies are very similar to noise, hence is it difficult to distinguish be­

tween anomalies and noise and generally requires a domain expert. 

3. Anomalies	 are constantly evolving over time. In many applications, due to 

the dynamic and evolving nature of the data the current concept of normal 

behavior might not be adequately representative in the future. This is especially 

relevant in security application like intrusion detection, fraud detection etc. 

E.g., in intrusion detection, adversaries are constantly adapting themselves to 

the changing environment so that they can circumvent the techniques [33]. 

The challenges in anomaly detection give the adversary an opportunity to exploit 

their weaknesses to their advantage. As we explore in the following chapters, it is 
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these limitations which make it easy for an adversary to bypass the machine learn­

ing techniques. We now review clustering, nearest neighbor and classification based 

anomaly detection techniques in detail. 

2.1.1 Clustering Based Anomaly Detection 

Clustering based anomaly detection is primarily an unsupervised technique that 

groups similar patterns together. Clustering techniques can be further classified ac­

cording the following assumptions that the techniques rely on [1] 

1. Normal data belongs to a cluster whereas anomalous data does not belong to 

any cluster. 

2. Normal data belongs to more dense clusters whereas anomalous data belongs 

to sparse clusters. 

3. Normal data lies closer to the cluster	 centroid whereas anomalous data lies 

further away from the cluster centroid. 

Domains where clustering based techniques are frequently applied include detect­

ing fraudulent credit card transaction [34, 35] and intrusion detection systems. In 

credit card fraud, the data typically comprises of records which include information 

about the user, credit card transaction amount, time between consecutive credit card 

usage etc. The anomalous activities are generally point anomalies e.g., high pay­

ments, purchasing expensive items and items that have never been purchased before. 

These anomalies can be easily identified using clustering as these point anomalies are 

different compared to the rest of the training data. 

Another instance where clustering is extensively used is intrusion detection [23, 

36, 37] because a majority of the data is unlabelled. Even if we were able to obtain 

data by simulating interactions it is difficult to get a good representative of a data set 

which comprises of all the normal activities. Hence, clustering being an unsupervised 

technique gives an advantage over other approaches. 
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DBSCAN [20] is a density based clustering algorithm that has been adopted for 

various anomaly detection applications [21, 38, 39]. The general idea behind this 

technique is to expand a cluster as long as the density of the neighborhood is above 

the user defined threshold. The points that do not belong to any cluster are treated 

as anomalies and are further investigated. 

Several variants of DBSCAN have been proposed. Chen et al. [40] have used the 

R∗ tree in DBSCAN for determining the neighborhood of an object based on the 

radius. A hybrid structure using DBSCAN and KMeans [41] has been proposed to 

improve the accuracy of the intrusion detection systems. DBSCAN has also been 

successfully applied for clustering in evolving data streams [42]. 

2.1.2 Nearest Neighbor Based Anomaly Detection 

Another approach for anomaly detection is nearest neighbor which is based on the 

assumption that normal data is similar to its neighborhood whereas anomalies are 

different as compared to its neighborhood. These techniques classify data based on a 

distance or similarity measure, which can be computed in different ways. One of the 

standard metric for continuous attributes is euclidean distance but other metrics have 

also been applied [43]. Computing the similarity for multi variate data instances is 

done by computing it for a single attribute and then aggregating it [43]. Categorical 

attributes are more complex, but can be measured using chi-square statistic or more 

complex measures [44]. 

These approaches are similar to clustering based techniques - they both compute 

a function of distance to determine the similarity between data points. The key 

difference is that clustering approaches take a global approach whereas these take a 

local approach. Clustering techniques determine if a data instance falls in a cluster 

or not; nearest neighbor determines how different a data point is in comparison to its 

local neighborhood. 
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Nearest neighbor based anomaly detection techniques broadly use two different 

approaches to compute the anomaly score of a data instance: [1]: 

1. The first approach calculate the anomaly score as the distance between a data 

point and its βth nearest neighbor; the higher the distance the more anomalous 

a data point is. 

2. The second approach is to compare the density of a data point to the average 

density of its neighborhood. 

In regions of varying densities, density based techniques perform poorly because 

they consider global parameters of the data set rather than local parameters. Consider 

a region where a sparse and a dense cluster exist. Let there be a data point which 

is relatively at a shorter distance to the dense cluster as compared to the distance 

between the data points in a sparse cluster but at a greater distance as compared 

to the distance between the data points in a dense cluster. This data point will be 

identified incorrectly as normal because even though it is a local outlier; it is still a 

normal data point. 

To address the problem of varying densities in a data set, a variety of techniques 

have been proposed to compare the density of a data point to its local neighborhood. 

These techniques calculate an anomaly score based on the relative density of each 

data instance or the distance of its data instance to it’s βth neighbor. For a given 

data point, to calculate the distance to its βth nearest neighbor we construct the 

smallest hyper-sphere whose mass is at least β other instances and that is centered 

at the given data point. The radius of this hyper-sphere is equivalent to the distance 

to its βth nearest neighbor. Thus, the density of a data point is approximately the 

inverse of the distance to the βth nearest neighbor for that data point. A data point 

that is in a low density neighborhood is an outlier whereas a data point that lies in 

a high density is considered to be a normal point. 

Local Outlier Factor [24] is a nearest neighbor technique that assigns an anomaly 

score based on the ratio of the average densities of a data instance’s β neighbors and 
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the density of the data instance itself. Researchers have proposed variants of the LOF 

techniques. Multi-Granularity Deviation Factor (MDEF) [45], a variant of LOF was 

proposed that calculates the anomaly score based on the standard deviation of the 

local densities. 

Tang et al. [46] proposed a connectivity based LOF which separates the notion 

between density and isolation, thereby detecting outliers independent of the densities. 

A simpler version of LOF was proposed by Hautamaki et al. [47]. They compute the 

outlier factor using the in-degree Number for each data instance. Multi-Granularity 

Deviation Factor (MDEF) [45], a variant of LOF was proposed that calculates the 

anomaly score based on the standard deviation of the local densities. LOF has been 

applied to finding anomalies in intrusion detection systems [25]. 

2.1.3 Classification Based Anomaly Detection 

Classification techniques for anomaly detection are broadly grouped into two cat­

egories - multi class and single class. In multi-class, there are different normal-classes 

to which the training data can belong [48] and an anomaly is any instance which does 

not belong to any of the normal class. These techniques learn to distinguish between 

different normal classes. A test instance is considered anomalous if it does not belong 

to any of the normal classes. Another variant is to assign a confidence score to the 

classification made by the model. If none of the classes has a confidence score above 

the threshold, then the data instance is treated as anomalous. 

In one-class classification the normal data belongs to a single class and anything 

that does not belong to this class is considered anomalous. These techniques learn 

by constructing a boundary around the majority of the probability of the data mass 

by using a one class algorithm, e.g., one-class SVMs [49], one-class Kernel Fisher 

Discriminants [50]. Any test instance that does not fall within the learned boundary 

is classified as anomalous. 
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Support Vector Machines (SVMs) [30] have been applied to anomaly detection in 

the one-class setting. Developed by Vapnik [51], SVMs view the classification problem 

as a quadratic optimization problem to learn a region that contains the training 

data. Complex regions are learned using kernels, such as radial basis function (RBF) 

kernel. The majority of the normal data mass lies within this region and anomalies are 

anything that lie outside this region. Variations of the above technique have been used 

for anomaly detection in audio signals [52]; in host-based Intrusion Detection System 

(IDS) for identifying anomalous access in the Microsoft Windows Registry [29]; in 

hybrid models for high-dimensional and large-scale anomaly detection [53]. 

The SVM technique has applications for various anomaly detection systems like 

system intrusion detection [54], road traffic [29, 55], audio signal data [52], wireless 

sensor networks [56] and temporal sequences [27]. 

Another variant finds the smallest hypersphere in the kernel space that contains 

all the training instances [57, 58]. A test instance is classified as anomalous if it lies 

outside the hypersphere otherwise it is classified as normal. Robust Support Vector 

Machines (RSVM) that are robust to anomalies have been proposed in Song et al. 

[2002]. They achieve robustness in their algorithm by incorporating the distance 

between the data point and the centeroid of the class to which it belongs in the 

margin of the hyperplane. Their technique has been applied to system call intrusion 

detection [Hu et al. 2003]. 

A hybrid of SVM and Linear regression has also been proposed by authors in 

[59]. They use a sliding approach and the algorithm uses a Reproducing Kernel 

Hilbert Space (RKHS) with Radial Basis Function (RBF) kernel. However, this 

kernel requires the system to be in a steady state otherwise the accuracy of the 

system decreases. 

One of the advantage of the classification based methods over clustering and near­

est neighbor based methods is that they are faster because the test instance is classified 

using a pre-computed model. 
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2.2 Adversarial Machine Learning 

Machine learning has provided solutions for several different security applications 

- filtering spam email, identifying malware, detecting attacks against servers by iden­

tifying malicious payload and intruders, identifying illegitimate credit card transac­

tions. All of these application employ models which are built using massive amounts 

of data. These models are deployed in dynamic environments which necessitate s the 

need for constant training and testing of these models. The existence of adversaries 

in these environments, complicates the application of the machine learning technique 

as it leads to an arms race between the defender building a state-of-the-art model 

and an adversary trying to circumvent the technique. 

Adversarial machine learning is the branch intersecting between machine learning 

and security that aims to study the effectiveness of a machine learning algorithm 

against an adversary and to learn the capabilities and limitations of the attacker. 

Huang et al. [15] gave a taxonomy of attacks against a machine learning system. 

They categorized the attacks based on influence or the capability of an attacker 

(causative and exploratory), security violation (integrity, availability and privacy) 

and specificity defined as attackers intention (targeted and indiscriminate). They 

have presented a boiling frog attack for anomalous traffic detection in which they 

inject the training data with chaff every week so that the detector gets acclimated 

to chaff which eventually results in compromising the integrity of the system by 

increasing the false negatives. 

The attacks fall broadly in two categories ­

•	 Evasion Attacks: In evasion attacks the adversary aims to bypass the machine 

learning technique at test time by crafting adversarial samples. 

•	 Poisoning Attacks: In poisoning attacks the adversary aims at fooling the ma­

chine learning technique by manipulating the training data so as to cause a 

concept drift. 

We now review poisoning and evasions attacks and various defense techniques.
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2.2.1 Poisoning Attacks 

The aim of the poisoning attacks is to increase the misclassification rate by in­

jecting poisonous samples at training time. They are categorized into [19]: 

•	 Indiscriminate attacks: In these attacks, the aim of the attacker is to cause 

a denial of service by increasing the misclassification rate so as to render the 

machine learning technique ineffective. 

•	 Targeted attacks: These attacks aim at causing specific misclassifications. 

Recently [60, 61], poisoning attacks have been studied against neural networks. 

A popular example of the poisoning attack has been Microsoft Tay, which was an 

artificial intelligence chat bot designed to talk to people on Twitter. However, it was 

shut down after 16 hours because it started posting inflammatory and offensive tweets 

learned from users who were tweeting offensive, politically incorrect and inflammatory 

tweets about issues such as “redpilling” [62]. 

Another example of real world poisoning attack is Kaspersky Lab [63], a leading 

antivirus company. They were accused of manipulating the antivirus software of 

competing companies by injecting fake samples; though they said that they were 

false accusations and denied any wrong doing. 

Another application of poisoning attacks is the data sets which are publicly avail­

able for researchers and industry practitioners to develop state of the art technique. 

E.g., if the self driving car datasets are poisoned then the damage that they can cause 

in the worst case is the loss of human life. 

We give an overview of poisoning attacks w.r.t anomaly detection methods in 

general, and then clustering and SVM specifically. 

Poisoning Attacks Against Anomaly Detection 

Kloft et al. [64] have analyzed the online centroid based anomaly detection tech­

nique in the presence of an adversary. They have formalized the learning and the 
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attack process, derived an optimal attack policy and theoretical bounds on the ef­

ficacy of a poisoning attack in perfect knowledge and limited knowledge scenario. 

Nelson et al. [65] have developed a model to analyze the efficacy of poisoning attacks 

and demonstrate the feasibility of the attacks. 

Fogla et al. [66], in order to avoid anomaly detection, have created polymorphic 

instances of network packets. This ensures that the attack packet(s) are derived 

from the same statistical distribution as normal traffic packets, thereby subverting 

the anomaly detection approach. Rubinstein et al. [67] have applied the boiling frog 

strategy to poison a PCA subspace anomaly detector and have shown that only a 

moderate amount of poisoned data can substantially decrease the efficacy of the de­

tector. They have also proposed a robust anomaly detector based on robust statistics 

to combat this attack. 

Newsome et al. [68] have developed a red herring attack that involves poison­

ing the dataset with spurious features and can mislead the signature generation for 

malware detection. They [69] have also implemented attacks against Polygraph and 

have shown that an adversary even with correctly labelled samples can degrade the 

performance of the learner. 

Poisoning Attacks Against Clustering 

Biggio et al. [70] have used single linkage hierarchical clustering to demonstrate 

obfuscation and poisoning attacks thereby, evaluating the security of clustering algo­

rithms in adversarial settings. 

Poisoning Attacks Against SVM 

A number of attacks have been developed against support vector machines. Biggio 

et al. [71,72] have proposed an attack strategy by contaminating the training data set 

through label flipping. They have proposed two attack strategies - random label flips 

and adversarial label flips. Two attacks models - free-range attack model that allows 
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for unrestricted data corruption by the adversary and a restrained attack model that 

permits practical attacks by associating a cost for the adversary’s effort has been 

developed by Zhou et al. in [73]. They have also developed optimal SVM learning 

strategies against the two attack models. While this shares some similarity with our 

work, our goal is different: estimate vulnerability to such attacks (including unknown 

attacks). As a result, we concentrate on the minimal number of poison samples 

for a successful attack, rather than developing attacks that are designed to evade 

detection. Evasion attacks have also been developed using gradient based approach 

in [11]. Biggio et al. have shown in [10] that an intelligent adversary has the ability 

to predict the change of the SVM’s decision function and use it to construct malicious 

data. 

2.2.2 Evasion Attacks 

Evasion attacks consists of perturbing data points to generate adversarial samples 

which can be misclassified at test time. Examples include manipulating malware code 

so that it bypass the detector, modifying an email to circumvent a spam filter etc. 

They are classified into two categories [19]. 

•	 Indiscriminate Evasion Attacks: The goal of the attacker is to misclassify the 

adversarial sample irrespective of which the class. 

•	 Targeted Evasion Attacks: In this attack, the goal is to get an adversarial 

sample misclassified to a given class. 

The first evasion attacks was demonstrated on spam filtering [74–76]. The un­

derlying idea was to modify the bad words with the good words i.e., append a spam 

email with a legitimate email. Further heuristic measures (like words that appear in 

legitimate email but not in spam have a greater efficacy) were also developed based 

on the knowledge that spam email is easier to collect than legitimate email. Barreno 

et al. have illustrated different classes of attacks on SpamBayes [77]. Dalvi et al. [78] 
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have classified the classification as a game between the adversary and the learner. 

The classifier produced by the game is optimal if the adversary’s strategy is optimal. 

The next effort was to study the robustness of non linear classifiers. Srndic et 

al. [79], demonstrated the effectiveness of an evasion attack against SVM based on 

malicious and benign pdf files. They also showed that the gaussian kernel is immune to 

these attacks. However, in the recent years this has been proven to not be true [11,80]. 

These authors have shown that non-linear kernels are as susceptible to attacks as 

linear kernels. The underlying methodology was derived from finding a way to invert 

complex non-linear classifiers, to identify the most relevant features and perturb them 

to cause the maximum damage. The approach used was to calculate the gradient of 

the loss function as it specifies the direction of the maximum change in the function 

w.r.t the output. 

The next attempt was to fool deep learning models. Szegedy et al. [81] showed 

that it is possible to generate minimally - perturbed images called adversarial samples 

which can be misclassified by neural networks at test time. Papernot et al. [82] have 

shown that adversarial examples can be transferred from one model to another as 

long as both were trained to perform the same task. Carlini et al. [83] have demon­

strated an attack that can be carried on audio samples in which the machine hears 

intelligent voices but the human hears unintelligible voice. Evasion attacks have also 

been applied to face recognition systems [84] in which images are accepted as inputs 

rather than the actual face of a human being. 

Having given an overview of the attacks, we now give an overview of the defenses: 

2.2.3 Defenses against Adversarial Samples 

1. Countering Evasion Attacks: Two approaches have been used to develop defen­

sive measures against evasion attacks [19]: 
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(a) Designing Secure Systems: This approach aims at designing secure systems 

from the ground up, hence most of the approaches include adversarial sam­

ples in their training data. These defenses are mostly focussed on white 

box attacks where the adversary has the knowledge fo the entire system. 

The first adversary-aware classifier was proposed in [78], where they viewed 

the classification problem as a game and then iteratively trained the classi­

fier. This produced a classifier, which is optimal given that the adversary’s 

strategy is optimal. Various other game theoretic approaches have been 

applied to develop robust classifiers. Globerson et al. [85], have developed 

a min-max game for adversarial feature selection in which the adversary 

has the capability to delete features with an upper bound on the number 

of features that can be deleted. Robust optimization is also modeled as 

a min-max game in which the inner optimization problem solves at max­

imizing the classifiers inaccuracy whereas outer aims at maximizing the 

classifiers accuracy [72]. Bruckner and Scheffer [86] have shown the im­

portance of the existence of a unique Nash equilibrium for a single shot 

adversarial prediction games and investigate whether it exists. Zhou and 

Kantarcioglu [87] have extended the machine learning game to include dif­

ferent type of adversaries (some may modify only malicious data instance 

whereas other may modify benign data instances) and different forms of 

corruption (mild or aggressive). They have introduced a nested Stackel­

berg game to simultaneously deal with malicious data corruption and un­

known adversary strategy. Robust machine learning games has also been 

modeled as Stackelberg games [88, 89] where the defender can control the 

cost that the adversary has to pay to evade detection by being the leader 

of the game. The effect of robust optimization is to smooth the decision 

boundary so as to make it less sensitive to adversarial perturbation. 

(b) Detecting Samples:	 Another approach for building secure systems is to 

detect samples based on their distance from the training data in the fea­
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ture space. If they are far away from the training data then the samples 

are rejected [90, 91]. These techniques are employed when the adversarial 

samples appear in a region which is scarcely populated by the training 

data and hence are referred to as blind-spots. 

2. Countering Poisoning Attacks: While most of the recent work has been concen­

trated on detecting evasion attacks, a few techniques have been developed for 

poisoning attacks. Following are the techniques [19]: 

(a) Adversarial samples as outliers. This is based on the assumption that ad­

versarial samples are derived from different data distributions as opposed 

to the normal training data point to cause an impact on the decision bound­

ary and therefore can be treated as outliers. This is equivalent to solving 

the problem of outlier detection and can be detected by using standard 

anomaly detection approaches [92, 93]. 

(b) Security by Obscurity: These techniques follow the paradigm of protecting 

the model by hiding the information from the attacker. They target black 

box techniques in which the attacker queries the model to improve their 

evasion attack or a substitute model built by them. Examples include 

(i) randomly collecting training data points for building the model, (ii) 

randomizing the output to give incorrect feedback to the attacker (iiii) 

using classifier ensembles which are difficult to reverse engineer and (iv) 

hiding the model or the training data. 
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3 ATTACK MODEL 

The goal of this thesis is to provide a quantitative framework to do a “what-if” security 

analysis of the different anomaly detection technique. To do so, we first provide a 

framework to develop an attack strategy and then we determine how vulnerable the 

anomaly detection technique is when subjected to such an attack. To develop an 

attack strategy and to analyze the security of an anomaly detection technique we 

have specified an adversary’s knowledge, capabilities and goals in accordance with 

the taxonomy specified in [15]. 

1. Adversary’s Goal: We define the attacker’s goal in terms of security violation 

and specificity as defined in [15]. 

(a) Security violations include the following: 

•	 Integrity violations: Attack points are classified as normal. 

•	 Availability: Render the system unusable by increasing false positives 

and false negative. 

•	 Privacy: Adversary violates the privacy of the user by using the infor­

mation observed from the learner. 

(b) Specificity defines the intention of the attacker and includes: 

•	 Indiscriminate: The attacker’s goal is to misclassify a general class of 

points so as to increase the false positives and false negatives. 

•	 Targeted: The goal of the attacker is focussed on a single point 

We assume that the adversary want to perform a targeted attack which results 

in an integrity violation. Specifically, the adversary has a particular (predeter­

mined, but unknown to the defender) point that they wish to have misclassified 

as normal. 
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2. Adversary’s Knowledge: This is the extent to which an adversary knows about 

the anomaly detection model and encompasses the following ­

(a) Anomaly Detection Algorithm:	 The machine learning technique that an 

adversary wants to target. In order to build defensive systems, system 

designers should assume that the algorithm is known by the adversary. 

(b) Data: It is the data used to train and evaluate the model. 

(c) Feature Space: This includes the features used in the training of the model 

and includes relevant features learned by the model or specialized features 

used by the algorithm. 

We assume that while designing a secure system the “the enemy knows the 

system” i.e., an adversary will have knowledge about the system. This is in 

accordance with the current practices in the security community which embraces 

the fact that a system should be secure even if everything about the system 

except the key, is known to the adversary. We therefore consider two scenarios: 

(a) Limited Knowledge: In limited knowledge, we assume that an adversary 

knows only the distributions of the training data and the parameters of 

the learned model. 

(b) Perfect Knowledge:	 In perfect knowledge, the adversary has complete 

knowledge about the system, including the training data and the parame­

ters of the learned model. For example, an attacker may have the ability 

to eavesdrop on the network traffic that is being used to train the model. 

We develop an attack strategy and compare the adversary’s effort for both 

scenarios. 

3. Adversary’s Capabilities: Adversary’s capability defines the extent to which the 

adversary can control the learning of the model by manipulating the training 

data set. We define it in terms of the influence (causative or exploratory) of the 

attack as defined in [15]. 
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(a) Causative:	 The attacker can alter the learning process by manipulating 

the training data. The influence of the attacker over the learning process 

can range from having control over a fraction of the data set to influencing 

the data production (injecting fake data points). 

(b) Exploratory: The attacker can probe the learned model to gain information 

about it but cannot alter the training process. 

We assume that the adversary can poison the dataset by creating fake data 

points. This is applicable in various practical scenarios, e.g., in the case of 

spam filtering [15], where the adversary may easily send malicious samples. 

Malware code can also be manipulated in a constrained or an unconstrained 

manner to poison the malware detector [94]. We assume that the capability of 

an adversary is causative, i.e., generate fake data points to disguise the anomaly 

point. 

4. Attack Strategy:	 Once the adversary’s goals, knowledge and capabilities are 

defined, we can develop an attack strategy by moving the decision boundary so 

that the anomalous point lies within the boundary. Formally, the strategy can 

be defined as minimizing the number of attack points that have to be added 

so that the concept drift caused will result in the instance being classified as a 

normal point. The attack strategy is illustrated in Figure 3.1. 

A variant of the attack is when an adversary can adapt the data point once the 

adversary knows the data. In this scenario, the data distribution remains the same 

but given the distance between the anomaly point and the decision boundary; the 

attacker can choose where to place the attack point based on the training data. Our 

goal is to minimize the effort of the adversary to get the anomalous point misclassi­

fied. Therefore, this attack variant allows the adversary to adapt the data point by 

modifying the features of the anomalous point so that it is closer to the cluster while 

still retaining the capability to cause the same damage as before. This reduces the 

effort of the adversary as it will be in a slightly more dense region. 
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Figure 3.1. Poisoning Attack resulting in Concept Drift
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Analyzing the vulnerability of this attack fits into our attack model as we are 

changing the location of the attack point; however the relative location of the attack 

point w.r.t to the distance to the closest point on the decision boundary remains the 

same. Therefore, this attack variant can be easily captured by the perfect knowledge 

scenario of the attack point. 
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4 POISONING ATTACKS AGAINST CLUSTERING BASED ANOMALY 

DETECTION (DBSCAN) AND DEFENSE 

4.1 Introduction 

Clustering, as an anomaly detection technique assumes that normal data belongs 

to a large or dense cluster and anomalies do not belong to any cluster or belong 

to a sparse cluster. DBSCAN [20] is a popular density based clustering algorithm 

for anomaly detection and has been effectively applied in a variety of domains [21– 

23]. The method assumes that the normal data lies in high density regions whereas 

anomalies or outliers lie in low density regions. One of the advantage of density based 

method is that they are good at discovering clusters of arbitrary shapes. 

In this chapter, we evaluate how vulnerable DBSCAN-based anomaly detection is 

to an attack where the adversary is unable to change their own data, but can create 

fake entities to attempt to make their actual data look less like an anomaly. The 

goal is to help the defender estimate the risk posed by such attacks by estimating the 

effort required by the attacker to disguise the anomalous point under the constraint 

that it cannot change the anomalous point. 

4.1.1 Background 

For completeness, we give a few definitions of the DBSCAN algorithm. DBSCAN 

groups together points that are closely packed together marking low density region 

points as outliers. For the purpose of DBSCAN the points are classified as core object, 

(density-)reachable objects, and borders, as follows: 

Definition 4.1.1 Core Object - A core object o w.r.t t and α is a data point such 

that |NE(o)| ≥ α, where NE(o) is the t neighborhood of the object o, t is a user-defined 
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parameter specifying the radius of a neighborhood, α is the minimum no. of points 

needed to form a dense region. 

Definition 4.1.2 Directly Density Reachable: An object p is directly density reach-

able from o if o is a core object and p ∈ NE(o) 

Definition 4.1.3 Density Reachable: An object p is density reachable from o if there 

exists a path p1, p2, ..., pn, where p1 = p and pn = o such that pi+1 is directly density 

reachable from pi and p2...pn are core objects. 

Definition 4.1.4 Border Object: An object p is a border object if it is not a core 

object but it is density reachable from another core object. 

Definition 4.1.5 Density-Connected: An object p is density connected to an object 

q if there exists an object o such that both objects are density reachable from o. 

Definition 4.1.6 Density Based Custer: A cluster C is a non empty subset of D 

such that it satisfies the following properties ­

1. ∀ (p,q) if q ∈ C and p is density reachable from C then p ∈ C. 

2. ∀(p, q) ∈ C, p and q are density connected. 

4.1.2 Framework 

To analyze the vulnerability or the security of a system we need to identify the 

adversary’s goals and its capabilities. To this end, we rely on the taxonomy specified 

in [95] and adapt the framework described in Chapter 3. 

Adversary’s goal 

The attacker wants to perform an integrity violation by including the anomaly 

(attack point) in the target cluster C. 
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Adversary’s knowledge 

We assume that the adversary has knowledge of the training algorithm and in 

many cases partial or complete information about the training set, such as its distri­

bution. 

Adversary’s Capability 

In general we assume that the attacker can generate arbitrary data points for 

poisoning the training set. 

Attack Strategy 

Once the adversary’s goals and capabilities are defined, we can develop an optimal 

strategy that specifies how to manipulate the dataset so as to meet the adversary’s 

goal of obfuscating the anomaly. This can be achieved by making the neighborhood 

of the anomaly point denser so that it “looks-like” a normal data point. This is jus­

tified under the assumption that a normal datapoint belongs to a larger and a denser 

cluster. Formally, the strategy can be defined as minimizing the number of attack 

points that have to be added so as to include the anomaly in a given existing cluster. 

In formal terms, let A be the set of attack points, a be the anomaly point and C be 

the target cluster. Then, the adversary strategy can be formulated as 

min|A|, s.t. a ∈ C 

Figure 4.1 depicts the expansion of the cluster as a consequence of an attack on the 

anomaly detection technique. 
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Figure 4.1. Expansion of the cluster as attack points are added
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4.2 Attack Strategy & Assessing Risk 

4.2.1 Adversary’s Attack Strategy in Limited Knowledge Scenario 

We now present the near-optimal attack strategy (or optimal if the adversary 

knows only the data distributions). To do so, we exploit the property inherent in 

DBSCAN that if a point is found to be in a dense part of a cluster, its t-neighborhood 

is also part of that cluster. Let us assume that C containing the set of points is the 

target cluster that the adversary wants to be included in and let a be the anomaly 

point. The attack strategy is shown in 4.1. A reader can argue that it is easier to 

add α points in the t neighborhood of the anomalous point a. However, that will be 

a trivial attack and easily detectable as it will increase the number of clusters by 1. 

We now present an algorithm for this attack. 

Algorithm 1: Adversary’s attack strategy in Limited Knowledge Scenario
 
1. Find p ∈ C s.t. dist(a, p) = min(dist(a, C)). 

2. Let dmin = min(dist(a, C)). 

3. Let i = �dmin/t�. 

1
1 = t, a
21 = 2 ∗ t .....
4. In a straight line between a and y place core points at a


i = i ∗ t.
a
1 

We now give a proof of correctness for the above algorithm and then quantify the 

bound on the adversary’s effort required to include the attack point in the cluster. 

Note, that the attack can be reduced from a multi-dimensional space to a single 

dimensional space because we are using the LK metric to measure the distances. 

Proof of Correctness : DBSCAN in the ExpandCluster function [20], for a given 

set of points in cluster C, includes all the points which are at a distance t from any 

core point p ∈ C.
 At the first iteration, a
11 will be included in C as it is at t distance
 

from p. In the second iteration, a
21 will be included in C because it is at t distance
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i 

1
1 and so forth. At i+1 iterations, a will be included in C because of
 from core point a


a
1.
 

Lemma 4.2.1 To add i core points in a straight line, the minimum number of points 

that need to be added i.e., E[|A|]= α ∗ i/2 , where A is the set of attack points. 

Proof If i = 1 , then the number of points needed to make a core object by definition 

1 is α. If i is even, then every consecutive core point’s e-neighborhood will intersect, 

hence E[|A|] = (i/2)*α. If i is odd, then the E[|A|] = (i/2 + 1)*α. Hence, E[|A|]= 

α ∗ i/2 

Theorem 4.2.1 For any |D| and n, let dmin = min(dist(a, C)) , where 

• a is the anomaly point 

• min(dist(a, C)) is the minimum distance from a to the cluster C. 

Then, |A| = (α) ∗ dmin/(2 ∗ t) 

Proof ∀n :dist is a function (Lk metric) that takes a and a point in C and returns 

a non-negative number, thereby reducing the n-dimensional attack to 1-dimensional. 

From the above argument and Lemma 4.2.1, it immediately follows that ∀ n, 

|A| = (α) ∗ dmin/(2 ∗ t) . 

∀|D|: We will use induction to prove that irrespective of the size of the set of data 

points the size of the set of the attack points for DBSCAN is (α) ∗ dmin/(2 ∗ t) . 

For |D| = 1: Let da = dist(a, p). As p is the only point in the cluster C, from 

the above argument, we have to add only one core point o so as to include y in the 

2nd iteration. From Definition 1, a core object o is a data point such that |NE(o)| ≥ α. 

In order to make o a core object, we have to add α − 1 data points in its t neighbor­

hood. It follows that |A| = (α) ∗ dmin/(2 ∗ t) , which includes one core object and 

α − 1 directly density reachable objects. 
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For |D| = t : Let us assume it to be true for D = t and let dt = min(dist(a, C)).min 

For |D| = t + 1: We assume that a point is added to the Cluster C as our target 

is to include a in C i.e., a ∈ C. Let at+1 be the point that has been added and let � 
dt+1 
min = dist(a, C at+1). 

Case 1 : If dt+1 ≥ dt min min then adding at+1 point to D does not change the attack points 

or the attack set size as it is not the minimum distance from the cluster C to a. 

If dt+1Case 2 : < dt then the attack set size changes to |A| = α ∗ dt+1 /(2 ∗ t)min min min

dtfrom |A| = α ∗ min/(2 ∗ t) . This argument follows immediately from Lemma 1 and 

how we choose i in Algorithm 1. 

Hence, ∀|D|, |A| = (α) ∗ dmin/(2 ∗ t) . 

4.2.2 Attacker’s Attack Strategy in Perfect Knowledge Scenario 

In the previous subsection, we presented the attackers optimal attack strategy in 

a limited knowledge scenario and bounded the effort required by the attacker as a 

function of the size of the attack dataset. In this section, we aim to analyze whether 

an adversary can do better when the adversary has knowledge of the training data set. 

The intuition behind reducing the number of attack points needed by an adversary, is 

that there is a low density region between the border of the cluster C (that an anomaly 

point wants to be included in) and the anomaly point. A small note - by low density 

region we refer to a region of radius t that does not have enough data points to form 

a cluster. A combination of these data points and the attack points added by the 

adversary can transform a border object to a core object, thereby reducing the effort 

required by the adversary in terms of the size of the set of the attack points i.e., |A|. 

Let us define this low density region by R satisfying the following properties: 

1. R ⊂ D 

2. R /∈ C 
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3.	 ∀r ∈ R, (dist(r, a) ≤ dist(y, a)) ∧ (dist(r, y) ≤ dist(y, a)), where y is the border 

point of C 

To quantify the reduction in the effort of the adversary, we have to calculate the 

expected value of the size of this region. To do so, we propose a model and make 

a few assumptions about the distributions of the data. We now formally state the 

assumptions and proceed to calculate the size of R. 

Assumptions: 

1. The Euclidean distances between the data points and the centroid of the cluster 

is drawn from a Gaussian distribution Y ∼ N(µ, σ) with distances within the 

range (µ ± 6σ2). 

2. We assume the distance of the anomaly point from the border of the cluster is 

dmin = min(dist(a, y)) as defined in Section 3.2.2. Let dmin be represented as 

b ∗ t, where b is some constant. 

3. Since t is a parameter which represents distance we can rewrite t as c ∗ σ where 

c is some constant. 

4.	 ∀r ∈ R, dist(r, y) ≥ 2σ, where y is the centroid of C. It is a reasonable assump­

tion because of the two sigma effect of Gaussian distributions. 

Based on these assumptions we calculate the expected size of R as follows: 

+ E−2σ−3∗EE|R|=E−2σ−2∗E(Y ) (Y ) + ..... + E−2σ−b∗E (Y ) ,−2σ−E −2σ−2∗E	 −2σ−(b−1)E

where a ∗ t = dmin
 

=E−2σ−2cσ + E−2σ−3cσ
(Y ) (Y ) + ..... + E−2σ−bcσ (Y )−2σ−cσ −2σ−2cσ	 −2σ−(b−1)cσ

=Ec2 (Y ) + Ec3 (Y ) + ..... + Ecb (Y ) , c1 c2	 c(b−1) 

where c1 = (−2 − c) ∗ σ, c2 = (−2 − 2c) ∗ σ, ..., cb = (−2 − bc) ∗ σ 

= |D| * Pr((c1) ≤ Y ≤ (cb)) 

1 cb − µ) c1 − µ)
E|R| = |D| ∗ [erf(  ) − erf(  )],	 (4.1)

2 σ (2) σ (2) 

where erf is the error function. 
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Theorem 4.2.2 For any |D| and n, if an adversary has perfect knowledge about the 

training data, then |A| = (α) ∗ dmin/(2 ∗ t) − E|R| 

Proof This immediately follows from how we have defined R and Theorem 4.2.1. 

Extension to Multiple Disjoint Clusters: 

We have so far assumed that there is a single cluster for the adversary to be 

included in. We now extend our method to include disjoint clusters. Let there 

be k disjoint clusters and we assume that each cluster is drawn from a Gaussian 

Distribution Y ∼ N(µ1, σ1), ..., Y ∼ N(µk, σk). The size of each cluster is |Ck|, s.t. i=k 
i=1 |Ck| = |D| and {Ci} ∩ {Cj } = ∅. To calculate the E|R|, we find the cluster 

C = {Cj } which is closest to the anomalous point a. The value of the E|R| is 

calculated similarly as when there is one cluster with two differences: 

1. The value of the size of the cluster changes from |D| = |Dj |. 

2. For any other cluster Ci, where i  = j, we calculate the number of points in the 

t neighborhood of the anomalous point a that is contributed by Ci. Since the 

clusters are disjoint and we are adding attack points between the cluster Cj 

(closest to a) and a, the addition of attack points is not in the neighborhood 

of any cluster Ci, where i  j.= Therefore, we only need to evaluate whether 

a cluster Ci has any normal points in the t neighborhood of a. To do so, we 

assume that the anomalous point a is at a distance di from the mean µi of the 

Ci. The expected value of t neighborhood (NE
i(a)) of the anomalous point a 

that is generated by Ci is given by: 

E|N i(a)|=Edi+E(Yi)E di−E

= |Di| * Pr((di − t) ≤ Yi ≤ (di + t)) 

1 di − t − µi) di + t − µi)E|NE
i(a)| = |Di| ∗ [erf( ) − erf( )], (4.2)

2 σi (2) σi (2) 
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Therefore, the expecated value of the size of the low density region R, is given by
 

1 δc1 − µj ) δ1 − µj ) � 
E|R| = |Dj | ∗ [erf( ) − erf( )] + E|NE

i(a)| (4.3)
2 σj (2) σj (2) 

i�=j 

4.2.3 Vulnerability to the attack 

So far, we have developed an attack strategy and have bounded the efforts re­

quired by the adversary. We now assess the vulnerability to this attack under this 

attack strategy by analyzing how the false positives and false negatives change with 

the increase in the number of attack points. A false positive is any error when an 

anomaly detector (incorrectly) rejects a benign input; we measure the change in this 

rate with the increase in the number of attack points, whereas false negative is the 

term used to describe a network intrusion device’s inability to detect true malicious 

events. To do so, we model the distances of the data points and the attack points 

from the centroid of C being derived from Gaussian distributions. The goal of this 

model is to predict the likelihood that an attacker will succeed given the ability to 

generate some number of fake points. We now state the assumptions formally for our 

model and then calculate the expected false positives and the false negatives. 

Assumptions: 

1. The Euclidean distance’s between the data points and the centroid of the cluster 

is drawn from a Gaussian distribution Y ∼ N(µ, σ) with distances within the 

range (µ ± 6σ), where µ = 0. 

2. We assume that there is only one adversary i.e., there is only one anomaly point. 

3. A false positive is any point p s.t. p ∈ D and p /∈ C. 

4. To model false negatives, we assume that a false negative is any point	 a s.t. 

a ∈ A ∩ C. 
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Based on our assumptions, we can calculate the expected false positives as follows: 

E(FP ) = p ∗ Pr(pfp), where (4.4) 
p∈D 

p(pfp) = Pr(p ∈ D|p /∈ C) (4.5) 

To simplify the calculation of Pr(pfp), we assume that there exists a point λ = c/σ 

s.t. all the data points sampled from the range (µ − λ, µ + λ), are a part of cluster 

C. Since we are assuming that the distance between the data points and the centroid 

of the cluster are drawn from a Gaussian distribution, we can safely say that the 

density decreases as we move away from the mean of the Gaussian distribution. I.e., 

the centroid of the cluster has a high density region whereas the border of the cluster 

is in a low density region. Let us assume that the border of the cluster is at the point 

λ. The expected density of this region S is E|Sλ| = |D| * Pr(−λ ≤ Y ≤ λ), as µ = 0. 

A false positive will be any point which is not in this region. Therefore, 

E(FP ) = |D| − (|D| ∗ Pr(−λ ≤ Y ≤ λ)) 

1 λ − µ) −λ − µ)
E(FP ) = |D| − (|D| ∗ ( [erf( ) − erf( )]) (4.6)

2 σ (2) σ (2) 

For completeness, Algorithm 2 describes the process to calculate the value of γ. 

Algorithm 2: Calculating the value of λ
 
1. Let λ = t. Therefore, the range is (−t, t) 

2. E(Sλ) = |D| ∗ Pr(−λ ≤ Y ≤ λ) 

3. ctr = 1 

4. while E(Sγ ) ≥ α 
D 

λ = (ctr + 1) ∗ t 

range r =(−λ, −λ + 2 ∗ t) 

E(Sλ) = |D| ∗ Pr(Y ∈ r) 

ctr++ 

Proof of Correctness : We are assuming that the distances are drawn from a 

Gaussian distribution with mean µ = 0, therefore the density of any area is maximum 
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around µ and decreases as we move further away from the mean µ. This ensures that 

the expected value of the density of a cluster will be maximum around the mean of 

the Gaussian distribution with its density monotonically decreasing with the increase 

in the distance from the mean. Also, for every point DBSCAN scans a region of 

radius t which justifies setting the range as 2*t. Based on these two facts we can say 

that the algorithm correctly computes the value of λ. 

We now assess the vulnerability of the attack in terms of false negatives. According 

to our model, the expected false negatives will be |A| + 1 as we are assuming only 

one adversary and if the adversary adds an attack point, then according to the attack 

strategy specified in Section 4.2.1 and Section 4.2.2 it will be a part of C. 

4.3 Experiments & Discussions 

In the previous sections, we have bounded the efforts of the adversary and assessed 

the vulnerability for an obfuscation attack using poisoning and have modeled the 

impact on DBSCAN. We now apply our theoretical results to the real world domain 

of intrusion detection and validate our theoretical model. We use a greedy approach 

to determine the adversary’s optimal strategy with perfect knowledge. While this is 

worst-case exponential, we were able to calculate this in our test datasets, allowing 

us to validate the defender’s estimates. 

Experimental Setup 

We now describe the experimental setup and the parameters for each of the 

dataset. 

1. KDD Cup ’99 Dataset [96]: From this dataset, we have randomly sampled 700 

normal data points from the training data set i.e., |D| = 700. We also assume 

that there are 5 different types of adversaries corresponding to the 5 different 

attack types (back, neptune, teardrop, nmap and ipsweep). For each attack 
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type we average out our results over 10 different instances. For the dos attack 

we have set α = 30 and t = 0.4. These parameters ensures that every instance 

of every adversary type is detected i.e., True Negative Rate = 0. For the user 

to root attacks we have set the parameters as α = 30 and t = 0.12. We also 

assume a constant false positive rate of 0.02 and the evasion rate to be 0 when 

the initial training data set is trained. 

2. Yahoo S5 [97] : We have randomly sampled 700 normal data points from the A4 

benchmark. We assume that there is one type of adversary marked as change-

points and have averaged out the results over 10 randomly sampled instances 

of the adversary. For this anomaly detection dataset, we have set α = 30 and 

t = 0.4 ensuring the True Negative Rate is 0. The False Positive Rate is set to 

be 0.01. 

3. Thyroid dataset [98]: For this dataset we have set t = 0.4, α = 30 and the False 

Positive Rate as 0.02. 

4. Credit Card fraud detection dataset [99] from the Kaggle repository.	 We have 

set t = 0.8, α = 30 and the initial FPR is 0.016. 

5. CICIDS2017 Intrusion Detection Dataset [100]	 - This dataset is published by 

the Canadian Cybersecurity Institute. From this dataset, we have chosen the 

DoS Hulk attack type and selected the features as proposed in [100]. We have 

chosen t = 0.5, α = 30 and the False Positive Rate (FPR) to be 0.004. 

4.3.1 Estimation of Adversary’s Effort 

In this experiment we aim to estimate the effort required by the adversary in terms 

of the attack size. Our results are presented in Figures 4.2 & 4.3 and demonstrate the 

number of attack points required to carry out the obfuscation attack. The results are 

also compared to the attack size predicted by the model developed in Section 4.2.2 

in a Perfect Knowledge and Limited Knowledge Scenario. 
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Figure 4.2. Adversary’s Effort - KDD’99 Dataset
 

Figure 4.3. Adversary’s Effort - Thyroid, Credit card, Yahoo & CIDSC’17 datasets
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The results presented in Figures 4.2 & 4.3 validate that the effort required by the 

adversary is a worst case bound and he can always do better than the worst case. 

However, the efforts predicted for the adversary in a perfect knowledge scenario is 

comparable to the efforts required by the adversary in the real world situation. Thus, 

the model in the perfect knowledge scenario can be used as a reasonable indicator 

of the vulnerability of the method to the poisoning/obfuscation attack. Another 

interesting observation is that the adversary on an average needs to control only 6% 

of the training dataset to carry out a targeted attack. 

4.3.2 Analyzing the Evasion Rate 

We now assess the impact of this attack on DBSCAN by analyzing how the evasion 

rate of an adversary changes with the increase in the attack size. Figure 4.4, 4.5, 4.6 

illustrates the evasion rate for the various attack types and compares it to the rates 

predicted by the model. 

An interesting observation from the graphs is that on an average, an adversary 

only needs to control 5% of the training data set to increase the chances of evasion 

from 0 to 80%. We also observe here, that the minimum cluster size (α) effects the 

size of the training set that the adversary needs to control. The reason is intuitive, 

with a smaller α the effort required to create a core object will be less as compared to 

a bigger α. We have assumed the minimum cluster size to be 30 or 4% of the training 

data size. Of note is that there seems to be a fairly clear percentage of the data the 

adversary needs to be able to poison, at which the attack is likely to succeed; this is 

fairly well matched by the predicted rate. 

4.3.3 Analyzing the Vulnerability to the Attack 

We have analyzed the adversary’s efforts and the probability of the success of 

the attack in the previous attack. We now assess the vulnerability of this attack by 

analyzing the change in the false positive rate of the anomaly detection approach 
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Figure 4.4. Probability of Evasion vs. Size of the Attack Set: KDD 
Cup’99 Dataset & dos attacks 

Figure 4.5. Probability of Evasion vs. Size of the Attack Set: KDD 
Cup ’99 Dataset & u2r attacks 
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Figure 4.6. Probability of Evasion vs. Size of the Attack Set: Yahoo 
S5, Thyroid, IDS & Credit Card Anomaly Detection Dataset 



44 

Table 4.1.
 
Adversary’s vulnerability to Attack for the Anomaly Detection Datasets
 

Attack Type Original FPR FPR Post At­

tack 

Expected FPR 

back (a1) 0.024 0.014 0.024 

neptune (a2) 0.024 0.016 0.023 

teardrop (a3) 0.024 0.013 0.023 

nmap(a4) 0.017 0.003 0.015 

ipsweep(a5) 0.017 0.004 0.015 

Yahoo S5 0.01 0.007 0.00 

Thyroid 0.04 0.04 0.035 

Creditcard 0.016 0.013 0.001 

CICIDS2017 0.004 0.004 0.001 

and comparing it with the prediction of the model developed in Section 4.2.3. The 

changes in the FPR are presented in Table 4.1. 

As it can be seen from Table 4.1, the actual and the expected false positive rates 

decrease with the increase in the attack points. This is counterintuitive because an 

attacker would want to increase the false positives so as to render the system unusable. 

However, our goal here is to perform a targeted attack which results in the expansion 

of the size of the cluster, ultimately leading to the false positives being included in 

the cluster resulting in a decrease in the false positive rate. Unfortunately, there is 

not a huge difference in the actual and the original false positive rates thereby letting 

the attacker carry out the attack stealthily without an obvious and easily detected 

increase in the false positive rate. 
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4.4 Detection of the Attack 

In the previous section we have analyzed the efforts of the adversary required to 

subvert the DBSCAN anomaly detection approach and have predicted the vulnera­

bility to the attack. Here, we present a method to detect the attack. Note: a simple 

approach to detect the attack would be to decrease the value of t to make the bounds 

more tighter and as a consequence increasing the adversary’s effort. However, this 

approach will lead to an increase in the number of false positives rendering the system 

useless. 

To detect the attack points we propose to use random perturbation of data points. 

The intuition behind this is that since normal data points are in a high density region; 

perturbation by a small value η « t is not going to make them an outlier. To 

understand why we use this heuristic, let us consider a normal data point p. It is 

a normal data point because it’s distance from a core point is ≤ t; and with high 

probability it is in a region of more uniform density as compared to the anomalous 

point a. This is because according to the attack strategy developed in 4.2.1, with high 

probability, there is a high narrow dense region between the anomalous point and the 

cluster C. This follows, from the fact that the attack points are added in a straight line 

between the anomalous point a and the point pi ∈ C s.t. dist(a, pi) = min(dist(a, C)). 

Therefore, the attack points which are added are not randomly spread out but are 

concentrated in the narrow region as shown in Figure 4.1. Hence, if we perturb the 

anomalous point by a small value (η), the probability of it being misclassified will be 

higher than that for a normal point. A reader, could argue that the attacker could 

uniformly add points in the hypersphere centered at the anomalous point a, but then 

the attacker would require more effort and it will be easier to detect because a new 

cluster will be formed. 

The results of applying our strategy and the effect on the change in the false 

positives and the amount of perturbation required is presented in 4.2. They indicate 

that we only need to perturb the data on an average 11% to classify the anomalous 
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Table 4.2.
 
Change in FPR when detecting the attack
 

Attack Type FPR after At­

tack 

FPR Post De­

tection 

Perturbation 

Added to the 

Dataset 

back (a1) 0.024 0.032 0.1 

neptune (a2) 0.024 0.032 0.05 

teardrop (a3) 0.024 0.068 0.03 

nmap(a4) 0.0017 0.027 0.1 

ipsweep(a5) 0.017 0.03 0.1 

Yahoo S5 0.007 0.017 0.13 

Thyroid 0.04 0.04 0.1 

Credit card 0.013 0.021 0.1 

CICIDS2017 0.004 0.05 0.3 

points as outliers, however this methods leads to an increase in the number of false 

positives. 

4.5 Conclusions 

In this chapter, we have addressed the problem of evaluating the security of DB­

SCAN in adversarial conditions by providing an attack strategy and then a frame­

work to bound the adversary’s efforts and to assess the vulnerability to an attack. 

We have provided an optimal strategy in both perfect knowledge and limited knowl­

edge scenarios and have proposed a model to estimate the effort of the adversary and 

vulnerability to the attack. We have demonstrated with real world datasets that DB­

SCAN is vulnerable to an obfuscation attack with a minimal amount of effort from 
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the adversary, and that we can effectively model the vulnerability to such attacks. 

Lastly, we have presented a detection strategy for identifying the poisonous points. 

One of the main causes for the vulnerability of DBSCAN is because it solely relies 

on the distances between two points to determine if they will be included in a cluster or 

not, thus allowing for an efficient construction of an optimal policy for an obfuscation 

attack. We can also reasonably assume that density based clustering are more robust 

to availability attacks than to integrity attacks. Availability attacks render the system 

unusable by causing a high number of misclassifications (i.e., high false positives and 

high false negatives). Integrity attacks are the attacks that result in anomaly points 

being classified as normal points. This is evident as both the experiments and our 

model predict a decrease in the false positive rate with an increase in the true negative 

rate. 
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5 POISONING ATTACKS AGAINST NEAREST NEIGHBOR BASED 

TECHNIQUES (LOF) & DETECTION 

5.1 Introduction 

Nearest-neighbor based techniques for outlier detection broadly use two methods 

to compute a data instance’s outlier score - the distance to its βth nearest neighbor, 

where β is the user defined parameter and indicates the number of points to be in­

cluded in the neighborhood of an object, or the relative density of each data instance. 

Local Outlier Factor (LOF) is a technique that uses relative density to compute its 

neighborhood. The main difference between LOF and DBSCAN is that LOF cap­

tures a local view of the data and hence can detect anomalies that are undetected 

by DBSCAN. The local density of a data instance is inversely proportional to the 

average density of its β neighbors. The outlier score in LOF is the ratio of its density 

to the average density of its β neighbors. For inliers, the LOF score is approximately 

1 as its local density is approximately the same as of its neighbors. For outliers, the 

LOF score is greater than 1. 

In this chapter we will address the problem of evaluating the security of nearest 

neighbor based anomaly detection in adversarial conditions and extend the model 

developed previously to predict the efforts of the adversary when the technique is 

Local Outlier Factor (LOF). LOF compares the local density of an object to its 

neighbors to identify outliers. The attack strategy will be similar to DBSCAN for 

poisoning the training dataset. Our goal will be to analyze the vulnerability of LOF 

to this attack. 



 

�

49 

5.1.1 Background 

LOF calculates the anomaly score by comparing the ratio of the average of the 

densities of its β neighbors to its own distance, where β is a user defined parameter. 

To calculate the density of a data point, it finds the hypersphere that contains β 

closest neighbors of the data point and then divides the mass of that hypersphere 

(β) by the volume of that hypersphere. For the sake of completeness, we now define 

LOF. 

Definition 5.1.1 β-distance of an object o is the distance dist(o, β) between the ob­

ject o and it’s β Nearest Neighbor. 

Definition 5.1.2 β-distance neighborhood of an object o, Nβ(o): contains every ob­

ject p ∈ D (training set), whose distance from o is not greater than dist(o, β). 

Definition 5.1.3 Reachability distance of an object p w.r.t. o: reachdistβ (o, p) = 

max(β − distance(p), dist(o, p)). 

Definition 5.1.4 Local Reachability Distance of o w.r.t. β:

1
 rdβ (o) = (5.1)

( reachdistβ(o, p))/|(Nβ(o)|)p∈Nβ (o) 

Definition 5.1.5 Local Outlier Factor of o w.r.t β = 

 rdβ (p)
LOFβ (o) = ( )/|Nβ(o)| (5.2)

 rdβ (o)
p∈Nβ (o)

Let directmin(o) denote the minimum reachability distance between o and p s.t. 

p ∈ Nβ(o). Similarly, let directmax(o) denote the corresponding maximum. Let 

indirectmin(o) denote the minimum reachability distance between o and q s.t. p ∈ 

Nβ(o) and q ∈ Nβ(p). Let indirectmax(o) denote the corresponding maximum. The 

following theorem gives a bound on the LOF value. 

Theorem 5.1.1 [24]. Let o be an object from the training set D, and 1 ≤ β ≤ |D|. 

Then, it is the case that 
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directmin(o)	 directmax(o)≤ LOFβ (o) ≤indirectmax(o)	 indirectmin(o) 

Proof For proof, please see [24]. 

We now give a lemma, that proves that the value of objects deep inside a dense region 

is approximately 1. 

Lemma 5.1.1 [24] Let the collection of objects in the dense region be C. Intuitively, 

C is a cluster. Let reach-dist-min denote the minimum reachability distance of objects 

in C i.e., reach-dist-min=min {reach-dist(o,p) |o, p ∈ C}. Let reach-dist-min be the 

corresponding maximum. Let θ be defined as (reach-dist-max/reach-dist-min - 1). 

Then for all objects o ∈ C, such that all the β-nearest neighbors of o and p are in C, 

it holds that 1/(1 - θ) ≤ LOFβ(o) ≤ (1 + θ). 

Proof See [24]. 

5.1.2 Framework 

We adapt the framework described in Chapter 3 to build the attack strategy: 

•	 Adversary’s Goal: The adversary wants to perform a targeted attack (a prede­

termined point unknown to the defender) i.e., misclassify the anomalous data 

instance. 

•	 Adversary’s Knowledge: We consider two scenarios (i) complete knowledge ­

adversary has access to the training data & parameters of the model, (ii) limited 

knowledge - adversary knows only the data distribution. 

•	 Adversary’s Capabilities: The capability of an adversary is causative, i.e., he 

can generate fake data points to disguise the anomaly point. 

•	 Attack Strategy: Once the adversaryś goals, knowledge and capabilities are 

defined, we can develop an attack strategy. This is achieved by making the 
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neighborhood of the anomaly point denser so that it “looks-like” its neighbors 

thereby, ensuring that the average densities of a data instance’s β neighbors and 

the density of the data instance are approximately equal. It is justified under 

the assumption that normal data lies in a dense area whereas anomalous data 

lies in a less dense area. Formally, the strategy can be defined as minimizing 

the number of attack points that have to be added so that the anomaly score 

calculated for the data instance will result in the instance being classified as a 

normal point. Let f be a function which takes the anomaly score (LOF for our 

purposes) as its inputs and returns a class label {−1, +1}, where -1 indicates an 

outlier and +1 indicates an inlier, A the set of attack points and a the anomaly 

point. The attack strategy can be formulated as ­

min|A|, s.t.f(LOF (a)) = +1 (5.3) 

5.2 Attack Strategy & Assessing Risk 

5.2.1 Adversary’s Attack Strategy in Perfect Knowledge Scenario 

We now present the attack strategy when the adversary has knowledge about the 

algorithm parameters and training data. We do so by adding attack points to increase 

the density of the anomaly points while ensuring that the density of the normal points 

does not increase. As a consequence, the average density of the neighbors becomes 

equal to the density of the anomaly point a. Note, a reader can argue that the 

simplest attack strategy is to add β points in the anomalous neighborhood. However, 

our goal is to estimate if we can do better than the worst case. 

Before we present the attack strategy we define a hypersphere R as follows ­

Definition 5.2.1 Let there be a hypersphere centered at the anomaly point a with 

radius directmin(a) − indirectmax(a). 
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We now prove that this region will exist. To prove that the region exists we just have 

to show that directmin(a) > indirectmax(a). 

Lemma 5.2.1 For any point a which is classified as an anomaly by LOF directmin(a) > 

indirectmax(a). 

Proof For a point to be classified as anomaly, it should be in a less dense region as 

compared to its neighbors. Therefore, LOFβ (a) ≥ 1, which immediately follows from 

Lemma 5.1.1 and the fact that the average density of its neighborhood is higher than 

its density. Hence, from Theorem 5.1.1 it follows, that directmin(a) ≥ indirectmax(a) 

as LOF (a) ≥ 1. 

The attack strategy is presented in Algorithm 6 and illustrated in Figure 5.1. Note, 

in the figure we have represented directmin as dmin and indirectmin as imin. Similarly, 

for directmax and indirectmax. 

Algorithm 3: Adversary’s attack strategy in Perfect Knowledge Scenario
 
Let Nβ(a) = p1, p2, ..., pβ be the β neighborhood of a as defined in Definition 

5.1.2 sorted in nondecreasing order 

Let p be the point s.t. p ∈ Nβ (a) and has the minimum reachability distance 

from i.e., reachdistβ(a, p) = min{reachdist(pj , a)|pj ∈ Nβ (a)} 

i := 1 

while LOFβ(a) ≥ 1 do 
Add attack point ai ∈ A in R s.t. dist(ai, p) < directmin(a)
 

Nβ(a) = Nβ (a) − pβ + ai
 

Update p according to the updated Nβ (a)
 

i ++
 

end
 

We now give a proof of correctness for the above algorithm and then quantify the 

bound on the adversary’s effort required to include the attack point in the cluster. 
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Figure 5.1. Illustration of the attack strategy 

Proof of Correctness: To prove the correctness of the algorithm we first prove 

that the algorithm at each iteration increases the density of the anomaly point a 

by reducing the value of the local reachability density of the anomaly point. We 

are adding a point s.t. dist(a, ai) < dist(a, pβ ). This, follows from the fact that 

dist(a, ai) < directmin(a) ≤ dist(a, pβ ). Hence, at every iteration the density of the 

anomaly point decreases by pβ to pβ−1. 

We now prove that the density of a point pi ∈ Nβ(a) does not increase. Note, 

we are adding a point ai s.t. ∀p ∈ Nβ (a), dist(ai, p) ≥ indirectmax(a). This, follows 

immediately from how we have defined R. Hence, the density of a point in the high 

density region of Nβ (a) does not increase. 

To carry out the attack stealthily we add the constraint that dist(ai, p) < directmin(a). 

The intuition behind adding this constraint is to ensure that the attack points will 

not be false negatives by adding them in the region between the anomaly point and 

the cluster. Note - we have chosen to update the value of LOFβ (a) = 1 because of 
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Lemma 5.1.1. � 

We now quantify the effort required by the adversary. Let |ND A
(a)| be the β 

neighborhood of a which contains points from the dataset D and the attack set A. 

Further, let us assume that  rdβ−avg(a) is the average local reachability of the β­

neighborhood of the anomaly point a after attack points are added i.e.,  rdβ−avg(a) = � irdβ (pj )D A 
pj ∈N (a) �β 

D A . Let the initial local reachability distance of a before any attack 
|N (a)|β 

point is added be  rdβ−ini(a). Let the change in the  rdβ−ini(a) due to the change 
min the β neighborhood of a at iteration i be represented by δi. Let m ∗ δ = i=1 δi, 

where m is the number of iterations or the number of attack points added. Therefore,

 rdβ−fin(a) =  rdβ−ini(a) - m ∗ δ. 

Theorem 5.2.1 Let  rdβ−avg(a),  rdβ(a), m , δ be defined as above, then  � irdβ (pj ) 
pj ∈N 

D A �|A| = m ≈ ( rdβ−ini(a) − β (a) 
)/δ.D A|N (a)|β 

Proof From Lemma 5.1.1 it follows that to make an anomaly point normal, the 

LOF of the point should be approximately 1. Therefore,  �rdβ (pj )� 
D A 

pj ∈N (a) �rdβ−fin(a) �LOFβ(a)=
β 

D A ≈ 1 
|N (a)|β � irdβ (pj )D A 

pj ∈N (a) �= β 
D A ≈ 1 

(irdβ−fin(a))∗(|N (a)|)β � irdβ (pj )D A 
pj ∈N (a) 

= β � ≈  rdβ−fin(a)D A|N (a)|β � irdβ (pj )D A 
pj ∈N (a) �= β 

D A ≈  rdβ−ini(a) − m ∗ δ 
|N (a)|β  � irdβ (pj )D A 

pj ∈N (a) �m ≈ ( rdβ−ini(a) − β )/δD A|N (a)|β 

5.2.2 Adversary’s Attack Strategy in Limited Knowledge Scenario 

We now bound the efforts of the adversary who has knowledge about the distribu­

tion of the data and its algorithm parameters but not the actual data. A brute force 

approach for making an anomaly point to look like normal will be to add β points in 

its neighborhood i.e., |A| = β, thereby ensuring that the average reachability distance 
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of its neighborhood is the same as the reachability distance of the anomaly point. In 

this section, we aim to analyze whether an adversary can do better than the brute 

force approach with only limited knowledge about the data. Intuitively, we can use 

some of the existing normal data points in addition to the attack point to increase 

the density of the anomaly point so that it equals to the average density of its β­

neighborhood. Note: we can reduce the attack from a multi-dimensional space to a 

single dimensional space because we are using the Lk metric to measure the distances. 

We assume, that there is one high dense region C which is a subset of D To do so, we 

make a few assumptions as follows ­

1. The distances are drawn from a Gaussian distribution	 Y ∼ N(µ, σ) with the 

distances within the range (µ ± 6σ). 

2. The anomaly point is at a distance dist(a, µ) = c1 ∗ σ from the mean µ of the 

distribution, where c1 is some constant. 

Let us assume that the local reachability distance i.e., the area of the β-neighborhood 

of the anomaly point “a” before attack points are added is dist(a, µ) ± l1. After, we 

add the attack points let the new local reachability distance be dist(a, µ) ± l2, where 

l2 < l1. The local reachability distance will decrease as we are increasing the density 

of the anomaly point, hence l2 < l1. Since l2 is a constant, we can rewrite it as 

l2 = c2 ∗ σ, where c2 is some constant. Based on the above assumptions, we calculate 

the density of the region S which lies between dist(a, µ) ± l2: 

Edist(a,µ)+l2 E(c1+c2)∗σE(|S|) = (Y ) = (Y )dist(a,µ)−l2 (c1−c2)∗σ

= |D| * Pr(c1 − c2) ≤ Y ≤ (c1 + c2))
 

1 (c1 + c2) − µ) (c1 − c2) − µ)

E|S| = |D| ∗ [erf( ) − erf( )] (5.4)

2 σ (2)	 σ (2) 

Theorem 5.2.2 For any |D| and n, if an adversary has perfect knowledge about the 

training data, then |A| = β − E|S| 

Proof This immediately follows from how we have defined S and that in the brute 

force case we require β points to be added. 
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Extension to Multiple Disjoint Clusters: 

We have so far assumed that there is a single cluster for the adversary to be 

included in. We now extend our method to include disjoint clusters. Let there be 

k disjoint clusters and we assume that each cluster is drawn from a Gaussian Dis­

tribution Y ∼ N(µ1, σ1), ..., Y ∼ N(µk, σk). The size of each cluster is |Ck|, s.t. 
i=k 
i=1 |Ck| = |D| and {Ci} ∩ {Cj } = ∅. We calculate the density of the region S which 

lies between dist(a, µ) ± l2: 
i=k Edist(a,µ)+l2 i=k E(c1+c2)∗σE(|S|) = (Y ) = (Y )i=1 dist(a,µ)−l2 i=1 (c1−c2)∗σ

= i=k |Di| * Pr(c1 − c2) ≤ Y ≤ (c1 + c2))i=1 

i=k 
1 (c1 + c2) − µi) (c1 − c2) − µi)E|S| = |Di| ∗ [erf( ) − erf( )] (5.5)
2 (2) σi (2) i=1 σi 

Since, the clusters are disjoint we can assume that there will be only one cluster for 

which Pr(c1 − c2) ≤ Y ≤ (c1 + c2) will not be 0. Therefore, our analysis will be 

similar to when there is one cluster with the difference being in the size of the cluster. 

5.2.3 Vulnerability to the Attack 

So far, we have developed an attack strategy and bounded the efforts required by 

the adversary in both the perfect knowledge and limited knowledge scenarios. We 

now assess the vulnerability of LOF under this attack strategy by analyzing how the 

false positives and false negatives change with the increase in the number of attack 

points. To estimate the change in the false positive we model the distance of the data 

points and the attack points from the centroid of the high dense region of the cluster 

C as being drawn from a Gaussian distribution. We state the assumptions formally 

below and then calculate the change in the false positives. 

Assumptions: 

1. The distances are drawn from a Gaussian distribution Y ∼ N(µ, σ).
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2. We assume that there is one adversary only. 

3. A false positive is any point p ∈ D s.t. LOF (p) > 1. 

Based on our assumptions, we can calculate the expected false positives as follows: 

E(FP ) = p ∗ Pr(pfp), where (5.6) 
p∈D 

Pr(pfp) is the probability of d being a false positive 

Pr(pfp) = Pr(p ∈ D|LOF (p) > 1) (5.7) 

To simplify the calculation of Pr(pfp), we assume that there exists a point c/σ s.t. 

all the data points sampled from the range (µ − c/σ, µ + c/σ), are a part of the high 

density region or cluster C. Since we are assuming that the distance between the 

data points and the centroid of the cluster are drawn from a Gaussian distribution, 

we can safely say that the density decreases as we move away from the mean of the 

Gaussian distribution. Let the anomaly point a be at a distance dist(a, µ) = c ∗ σ 

from the mean µ of the distribution s.t. µ − (c ∗ σ) < µ − (c/ ∗ σ). The anomaly point 

a is classified as an anomaly because it is in a less dense region as compared to its 

neighbors. Hence, we can assume that directmin ≥ (µ − c/ ∗ σ) − (µ − c ∗ σ). This 

results in the attack points being added in the region (c ∗ σ, c/ ∗ σ), making it dense. 

Therefore, 

E(FP ) = |D| − (|D| ∗ Pr(c ∗ σ ≤ Y ≤ c/ ∗ σ)) 

1 c/σ − µ) cσ − µ)
E(FP ) = |D| − (|D| ∗ ( [erf( ) − erf( )]) (5.8)

2 σ (2) σ (2) 

We now predict the change in the false negative rate. We have designed the 

attack to ensure that the attack points will be classified as normal points, therefore 

the change in the false negative rate will be |A| + 1, where the 1 is added for the 

anomaly point. 
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5.3 Experiments 

In the previous section we presented an attack strategy and analyzed the expected 

effort of an adversary in perfect knowledge and limited knowledge scenarios. We 

now evaluate the assumptions in our theoretical results by applying them to real 

world datasets. In our experimental scenario, we assume that there is one adversary 

whose goal is to disguise one anomaly point so as to evade detection. We study the 

effort required by the adversary in terms of the attack set size and then assess the 

vulnerability to the attack (note - we repeat this experiment for multiple adversary 

points, but we assume a single adversary at any given instant). Section 5.3 defines 

the experimental setup and Section 5.3.1, 5.3.2 & 5.3.3 discusses the results. 

Experimental Setup 

We have evaluated our methods on five anomaly detection datasets: 

1. KDD Cup ’99 Dataset [96] - From the KDD cup dataset we have chosen user 

to root (u2r) attacks (nmap and ipsweep) and denial of service (dos) attacks 

(back, neptune and teardrop), as these are the attacks where past anomaly 

detection efforts have shown success. For each attack type we have chosen the 

minimal feature set as given in [101]. We have randomly sampled 700 normal 

data points from the training data set ensuring that there were no duplicates. 

For each attack type we average out our results over 10 different instances. We 

have chosen β to be 20 and the False Positive Rate (FPR) to be 0.02 for every 

attack type except neptune for which the FPR is 0.05. These parameters ensure 

that the True Negative Rate (TNR) is 0. 

2. Yahoo! S5 dataset [97] - From the Yahoo dataset we have chosen the A4 bench­

mark dataset which consists of both anomalies and outliers inserted at random 

positions. We have set β = 20 and the initial FPR for the Yahoo dataset is 0.03 

3. Thyroid dataset [98]: We have set β = 20 and the initial FPR is 0.05. 
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4. Credit Card fraud detection dataset [99] from the Kaggle repository.	 We have 

set β = 20 and the initial FPR is 0.05. 

5. CICIDS2017 Intrusion Detection Dataset [100]	 - This dataset, published by 

the Canadian Cybersecurity Institute and contains both benign and malicious 

traffic. From this dataset, we have chosen the DoS Hulk attack type and selected 

the features as proposed in [100]. We have chosen β to be 20 and the False 

Positive Rate (FPR) to be 0.03. 

5.3.1 Estimation of Adversary’s Effort 

In this experiment we aim to estimate the effort required by the adversary in terms 

of the attack size. The results are presented in Figure 5.2 and 5.3 and demonstrate 

the number of attack points required for the poisoning attack. The results are also 

compared to the attack size predicted by the model developed in Section 3.2 in the 

Limited Knowledge Scenario. In the brute force case an attacker needs 20 points to 

disguise the anomaly point as we have set β to be 20. 

The results indicate that with little effort an adversary can alter the decision 

boundary of the anomaly detection approach. We observe, that on an average an 

adversary only needs to control 1.4%(7.6) of the training data, which is significantly 

lower than the parameter β (in our case 20) to succeed with a targeted attack. The 

results also validate that the effort required by the adversary is comparable to the 

effort predicted by the model when an adversary has limited knowledge about the 

training data. 

5.3.2 Analyzing the Evasion Rate 

We now assess the impact of this attack on LOF by analyzing how the evasion 

rate of an adversary changes with the increase in the attack set size. Figure 5.4, 5.5 
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Figure 5.2. Adversary’s Effort - KDD’99 Dataset
 

Figure 5.3. Adversary’s Effort - Thyroid, Credit card, Yahoo & CI­
CIDS2017 datasets 
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Figure 5.4. Probability of Evasion vs. Size of the Attack Set: KDD 
Cup ’99 Dataset & dos attacks 

& 5.6 illustrates the evasion rate for the various attack types and compares it to the 

rates predicted by the model. 

As can be seen from the graphs, on an average, an adversary only needs to control 

2.1% of the training data set to increase the evasion rate to 72%. This is because the 

size of the attack set is determined by the parameter β. A lower value of β indicates 

that an adversary needs to control only a smaller size neighborhood to ensure that 

the density of the anomaly point is approximately the same as the density of its 

neighborhood. 

5.3.3 Analyzing the Vulnerability to the Attack 

In this experiment, we assess the vulnerability to this attack by analyzing the 

change in the false positive rate of the anomaly detection approach and comparing it 

with the predictions made by the model developed in Section 5.2.3. Table 5.1 displays 

the results. 
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Figure 5.5. Probability of Evasion vs. Size of the Attack Set: KDD 
Cup ’99 Dataset & u2r attacks 

Figure 5.6. Probability of Evasion vs. Size of the Attack Set: Thyroid, 
Credit card, Yahoo & CICIDS2017 datasets 
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Attack Type Original FPR FPR Post At­

tack 

Expected FPR 

back (a1) 0.02 0 0.0185 

neptune (a2) 0.05 0.05 0.0185 

teardrop (a3) 0.02 0.014 0.017 

nmap(a4) 0.02 0.007 0.017 

ipsweep(a5) 0.02 0.011 0.016 

Yahoo S5 0.03 0.026 0.021 

Thyroid 0.05 0.033 0.041 

Creditcard 0.02 0.021 0.015 

CICIDS2017 0.11 0.08 0.105 

Table 5.1.
 
Adversary’s Vulnerability to Attacks
 

The actual and the expected false positive rates decrease with the increase in 

the number of attack points. The FPR decreases as a consequence of increasing the 

density of the anomalous point’s neighborhood. An attacker would want to increase 

the false positives as compared to decreasing the false positive rate so as to render the 

system unusable. However, our goal here is to carry out a targeted attack requiring 

us to increase the density of the anomaly point so as to effectively disguise it. 

5.4 Detection of the Attack 

We have presented an attack strategy and have validated its success empirically. 

We now present a mechanism for detecting the attacks. To do so, we first define any 

given object o’s sensitivity to its neighborhood as: 

Definition 5.4.1 Sensitivity to Neighborhood of an object o (γc(o)) - Let {Nβ (o)} = 

p1, p2, ..., pβ be the beta-distance neighborhood of o. We define a new neighborhood 
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{N(β+c)(o)} which is formed by randomly replacing c < β objects in {Nβ (o)}, with 

p(β+1), p(β+1), ..., p(β+c) nearest neighbors. Let LOFβ+c(o) denote the LOF value of ob­

ject o w.r.t (β + c) neighborhood. The sensitivity to its neighborhood is then calculated 

as: 

γc(o) = (LOFβ+c(o) − LOFβ(o))/LOFβ (o) (5.9) 

We base our detection on the following hypothesis ­

Hypothesis: An anomalous point whose density has been increased will have a 

higher sensitivity to its neighborhood as compared to a normal dense point. 

This is based on the rationale that for a highly dense neighborhood the change in the 

neighborhood by c < β objects should not have a significant impact on the LOF value 

as the object being added will be coming from a similar distribution, but replacing a 

(carefully placed) attack point will result in a change. 

We assume that the attack points are in the region where LOFβ (o) is greater than 

η which is a user defined threshold. This is reasonable, because the optimal attack 

strategy for an attacker is to minimize the effort required to misclassify the anomalous 

point. If an attacker wants to decrease the LOF value below a certain threshold it 

would need to significantly increase its effort i.e., number of attack points that need to 

be added. The algorithm to detect the attack and the anomalous points is presented 

in 4. 

We now empirically validate our hypothesis by demonstrating the probability of 

an attack being detected. To do so, we have set up the experiments as described for 

the attacks. By experimental validation we have set the value of c = 3. The value of η 

is chosen such that there are around 3% of the objects in our vulnerable region. The 

results are presented in Table 5.2. They validate our hypothesis that the anomalous 

points are more sensitive to the changes in the neighborhood; on average, we can 

detect an adversary with 80% probability. We also observe that when the predictions 

made by the model in Section 5.2.2 are approximately equivalent to the actual effort 

we do significantly better at detecting attacks. For an adversary to defeat this attack 
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Algorithm 5: Detection of an Attack
 
Input : (c, η)
 

Output: Attack Points
 

Calculate the set {V }, s.t.∀o ∈ V, LOF (o) ≥ η and o is classified as normal.
 

for o in V do
 
Calculate Vγ = {γc(o)} 

end 

Sort Vγ in increasing order.
 

Let ζ := Number of attacks points predicted by the model.
 

Investigate the top ζ points in Vγ as anomalous.
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Table 5.2.
 
Probability of Detection
 

Attack Type Probability of De­

tection 

back (a1) 0.7 

neptune (a2) 0.5 

teardrop (a3) 0.5 

nmap (a4) 1 

ipsweep (a5) 0.8 

Yahoo 0.9 

Thyroid 1 

Credit card 0.9 

CICIDS2017 0.2 

it requires significantly increasing the attack set size. As such, our estimates are a 

(loose) lower bound on the expected cost to the attacker. This is still a valuable risk 

analysis tool for the defender. 

5.5 Conclusions 

In this chapter, we addressed the problem of evaluating the security of anomaly 

detection approaches in adversarial conditions by developing an attack strategy and 

providing bounds on the effort required by the adversary in perfect knowledge scenario 

and limited knowledge scenario. We have then effectively modeled the vulnerability 

to these attacks by analyzing the change in the false positive rate and the false 

negative rates. Further, we have validated our model on real world datasets and have 

demonstrated that an insignificant amount of effort is required by the adversary for 

an integrity violation. 
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One of the main causes for the vulnerability of LOF is because only the density of 

the β-neighbors is used to determine whether a data instance is anomalous or not. We 

have exploited this property to show that increasing the density is an optimal attack 

strategy. We can also reasonably assume that anomaly detection approaches that 

rely on distance as a metric to classify data instances are more robust to availability 

attacks than to integrity attacks. Availability attacks are indiscriminate and render 

the system unusable by causing a high number of misclassifications. Integrity attacks 

are targeted and involve the misclassification of anomaly points as normal points. This 

is evident as both the experiments and our model do not show a substantial decrease 

in the false positive rate, however, the anomaly point is classified as a normal data 

instance. 
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6 POISONING ATTACKS AGAINST CLASSIFICATION BASED ANOMALY 

DETECTION (ONE-CLASS SVM) & DETECTION 

6.1 Introduction 

Classification based anomaly detection techniques learn a classifier from the given 

data instances and then classify a test instance as normal or anomalous. Examples 

include neural networks, bayesian networks, support vector machines (SVM) etc. 

One-class SVM [30] was developed for anomaly detection and assumes that the 

training data belong to one-class, i.e., the normal class. Outliers are any data points 

that do not belong to this class. It does so by constructing a smooth boundary 

around a majority of the probability mass of the data. The algorithm proceeds by 

mapping the input data from the original feature space into a high dimensional feature 

space using kernel functions and then constructing a smooth boundary by finding a 

hyperplane to separate the training distance from origin. This formulation relates to 

two-class SVM, the only difference is that one-class SVM considers normal data to be 

further away from the origin whereas the anomalous data is closer to origin. Another 

formulation uses a hypersphere [58] to describe the data and then find the smallest 

hypersphere which contains the majority of the data. 

In this chapter, we focus on one-class SVM and present the optimal attack strategy 

for a targeted attack and bounds on the adversary’s effort. We then quantify the 

degradation in performance and vulnerability of one-class SVM under this attack. 

6.1.1 Background 

Here, we briefly review one-class svm as used for anomaly detection. A one-

class SVM classifier for anomaly detection, inspired by the SVM classifier [102], was 
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proposed by Scholkopf et al. in [49]. The one-class classification problem is formulated 

as finding a hyperplane that separates the data instances (in feature space X ) from the 

origin and maximizes the distance from this hyperplane to the origin. This results in a 

binary function which captures region D in the feature space X where the probability 

density of the data lives. The classification problem is formulated as follows ­⎧ ⎨ +1, ifx ∈ D 
f(x) = (6.1)⎩ −1, ifx /∈ D 

where x is a data instance, and +1 indicates that it is a normal data point whereas -1 

indicates anomalous. This hyperplane cannot be always found in the original feature 

space, thus a mapping function Φ : X → F , from X to a kernel space F is used. 

The problem to separate the data set from the origin is formulated as a quadratic 

optimization problem: 

min( 
1 
2
||w||2 + 

1 
νn 

n 

i=1 

ξi − ρ) (6.2) 

subject to 

w ∗ Φ(xi) ≥ ρ − ξi, ξi ≥ 0, i = 1, 2..., n 

where w is a vector orthogonal to the hyperplane, ν represents the fraction of training 

data points that are allowed to be outliers or anomalies, xi is the ith training data 

point, n is the total number of data instances, ξi = [ξ1, .., ξn] is a vector of slack 

variables used to “penalize” the rejected data instances and ρ represents the margin, 

i.e., the distance of the hyperplane from the origin. 

The decision function for a new data instance x is formulated as follows: 

f(x) = sign(g(x)) (6.3) 

where, 

g(x) = (w ∗ Φ(x) − ρ) (6.4) 

The optimization problem is solved by introducing Lagrange multipliers αi which 

transforms the decision function to: 
i=n 

f(x) = ( sign)(g(x)) = αiΦ(xi, x) − ρ (6.5) 
i=1 
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The training data instances xj for which αj > 0 are referred to as support vectors. 

ρ is calculated by exploiting the fact that for any αj , s.t. 0 < αj < 1/(νn), the 

corresponding data instance xj , satisfies: 

i=n 

ρ = w ∗ Φ(xj ) = αiΦ(xi, xj ) (6.6) 
i=1 

We state a proposition here that will be utilized to develop the attack strategy. 

Proposition 6.1.1 Assume the solution of Equation 6.2 satisfies ρ = 0. The follow­

ing statements hold: [49] 

i. ν	 is an upper bound on the fraction of outliers. 

ii.	 ν is a lower bound on the fraction of Support Vectors (SV). 

iii. Suppose	 the data were generated independently from a distribution P(x) that 

does not contain discrete components. Suppose, moreover, that the kernel is 

analytic and non-constant. With probability 1, asymptotically, ν equals both the 

fraction of SVs and the fraction of outliers. 

6.1.2 Framework 

We adapt the framework described in Chapter 3 to build the attack strategy: 

•	 Adversary’s Goal: The adversary wants to perform a targeted attack (a prede­

termined point unknown to the defender) i.e., misclassify the anomalous data 

instance. 

•	 Adversary’s Knowledge: We consider two scenarios (i) complete knowledge ­

adversary has access to the training data & parameters of the model, (ii) limited 

knowledge - adversary knows only the data distribution. 

•	 Adversary’s Capabilities: The capability of an adversary is causative, i.e., he 

can generate fake data points to disguise the anomaly point. 
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•	 Attack Strategy: Once the adversaryś goals, knowledge and capabilities are 

defined, we can develop an attack strategy. This is achieved by moving the 

decision boundary so that the anomalous point lies within the hyperplane, as 

illustrated in Figure 6.1. The hyperplane is moved closer to the origin to include 

the anomalous data instance. Formally the attack strategy can be stated as 

min|A|s.t.f(a) = −1,	 (6.7) 

where a is the anomalous data instance 

6.2 Attack Strategy & Assessing Risk 

We have developed an attack model to develop an attack strategy and analyze the 

vulnerabilities of one-class SVM to the attack. In this section we develop two attack 

strategies - one in perfect knowledge scenario and one in limited knowledge scenario 

- and then develop a model to assess the vulnerability of the method to this attack. 

In this section, we assume the role of an adversary so that we can build an optimal 

attack strategy to help the defender understand the risk of an attack. 

6.2.1 Adversary’s Attack Strategy 

In this section, we develop two different methods optimized and heuristic) for the 

attack strategy under the assumption that the adversary knows the training data set 

X and the one-class parameters of the model. 

Adversary’s Attack Strategy based on Optimization in Perfect Knowledge Scenario 

For the optimized method, we first present a loss function based on the adversary’s 

goal and then we use gradient descent to minimize the loss function. 

For a data point xa, to be classified as an outlier, sign(f(xa)) = −1. The adversary 

can achieve his goal by adding data points so that the value of the function sign(f(xa)) 
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changes to +1. To do so, the attacker proceeds by drawing a validation data X = 

{xi}n , training the one-class SVM on the data and then minimizing the loss functioni=1

: 

Lx = (gold(xa)) − gnew(xa))
2 (6.8) 

where gold(xa) is the value given by Equation 6.5 when the model is one-class on the 

untainted dataset and gnew(xa)) is the value that the adversary wants for the anoma­

lous point xa. The adversary chooses the value of gnew(xa) as 0 because min(g(x)) 

for which f(x) = +1 is 0. The adversary then uses the gradient descent technique 

to find ap which minimizes the value of the function Lx given in 6.8. Substituting 

gnew(xa) = 0 and gold(xa) = g(x) (for ease of use) in equation 6.8, the poison data 

point ap ∈ A (where A is the set of poison points added by the adversary), at each 

iteration, can be calculated as: 

ap+1 = ap − 2 ∗ η ∗ g/(x) ∗ g(x) (6.9) 

where η is the learning rate for the gradient descent technique and g/(x) (substituting 

Eq. 6.6 in Eq. 6.5 to derive the derivative) is given by the following. (We only 

consider the set of support vectors as the value of g(x) depends only on the support 

vectors(s), i.e., whose 0 < αi < 1/(νn).) 

i=s i=s
∂αi ∂αi 

g/(x) = ∗Φ(xp, xa)+αp ∗Φ/(xi, xa)− ∗Φ(xi, xj )−αp ∗Φ/(xp, xj ) (6.10)
∂ap ∂api=1 i=1
 

i=s ∂αi
To calculate , we replace the inner level optimization problem (calculatingi=1 ∂ap 

the hyperplane for one-class svm is a convex optimization problem) with the corre­

sponding Karush-Kuhn-Tucker (KKT) constraints, which must hold at the global 

optimum: ⎧ 
i=n αi ∗ Φ(xi, xk) − ρ > 0 for αk = 0 

⎪⎪⎪⎪⎪ i=1⎨ 
i=n 1g(xk) = αi ∗ Φ(xi, xk) − ρ = 0 for 0<αk< (6.11)
i=1 νn⎪⎪⎪⎪⎪ i=n⎩ 1 
i=1 αi ∗ Φ(xi, xk) − ρ < 0 for αk = 

νn 
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Taking the derivative (and only considering the αk values for which αk is not constant), 

∂g(xk) 
i=s 

∂αi
= 0 = ∗ Φ(xi, xk) + αp ∗ Φ/(xp, xk)− 

∂xp ∂api=1 
(6.12)

i=s 

− 
∂αi ∗ Φ(xp, xj ) − αp ∗ Φ/(xp, xj )
∂api=1 

Rearranging Eq. 6.12, gives us: 

i=s 
∂αi ∗ (Φ(xi, xk) − Φ(xi, xj )) = αp ∗ (Φ/(xp, xk) − Φ/(xp, xj )) (6.13)
∂api=1 

which can be rewritten for any i s.t. 0<αi< 1 as:
νn 

∂α ITQss ∗ = αp ∗ QsXd (6.14)
∂ap 

where s denotes the set of αi for which g(i) = 0. Qik = [Φ(xi, xk) − Φ(xi, xj )], 

for k = 1, ..., s and a given j. Similarly, Q/ = (Φ/(xp, xk) − Φ/(xp, xj )), d is the kXd 

∂α [∂α1 ∂αsdimension of the data point and = , ..., ]. This gives us: 
∂ap ∂ap ∂ap 

∂α 
= Q−1 ∗ αp ∗ Q

IT (6.15)ss sXd ∂ap 

Substituting Eq. 6.15 in Eq. 6.10 gives us 

g/(x) = (KsX1) ∗ (Q−1 ∗ αp ∗ Q/ )−ss sd

(αp ∗ (Φ/(xp, xa) − Φ/(xp, xj ))) (6.16) 

where Ki = (Φ(xi, xa) − Φ(xi, xj )). The adversary’s initial starting point is chosen to 

be the anomalous point, a0 = xa. 

For linear, polynomial and RBF kernel, we give their derivation, as the loss func­

tion depends on their derivative. 

1. Linear Kernel, given by Φ(a, a/) = aT a/: 

Φ/(a, a/) = a (6.17) 
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2. RBF Kernel, given by Φ(a, a/) = exp(−||a − a/||2/2σ2), where σ is the standard 

deviation; using chain rule ­

Φ/(a, a/) = Φ(a, a/) ∗ (1/σ2) ∗ (a − a/) (6.18) 

3. Polynomial Kernel, given by Φ(a, a/) = (1 + aa/)y, for any y > 0, using chain 

rule: 

Φ/(a, a/) = y ∗ (1 + a T a/)y−1 ∗ a (6.19) 

We now give an algorithm for generating the data points to poison the training 

set: 

Algorithm 6: Adversary’s Attack Strategy in Perfect Knowledge Scenario based 

on Optimization 
Input : Training Set X 

Output: Attack Set A 

Calculate αi using X and Equation 6.5 

Initialize A := ∅ according to Equation 6.4 

while (curr <0) do 
Initialize p = 1, a0 := xa and curr := g(a0)
 

prev := curr
 

do 
curr := prev := g(a0) according to Equation 6.4 

Update αi using X and Equation 6.5 

Calculate ap+1 according to Equation 6.16 depending on the kernel that 

has been chosen 

curr := g(a0), calculated according to Equation 6.4 

while (curr - prev) >δ and curr >prev and curr <0 ; 

X := X ∪ ap
 

A := A ∪ ap
 

end 
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Adversary’s Attack Strategy based on Heuristic in Limited Knowledge Scenario 

In the previous section we have developed a loss function that the adversary 

employs to generate adversarial points. We now develop a heuristic based strategy 

based on the intuition that if we add an attack data point ai which is further away 

from the hyperplane as compared to the anomalous point xa, it will be considered 

more of an outlier than xa and that ν is an upper bound on the number of outliers in 

the training data as given in Proposition 6.1.1. The goal of the adversary is to change 

the decision boundary, which he does so by adding data points which are “more” 

outliers than the anomalous point. We give an informal proof for this heuristic ­

there will be two cases i) the number of outliers is ν, ii) the number of outliers is < ν. 

For case i, if we add an attack point which is “more” of an outlier than the current 

outliers in X , then the boundary decision will change to ensure that the number of 

outliers remain ν. As a consequence, at least one data point which was previously 

classified as outlier will be now classified as normal. We can keep iterating until the 

anomalous point xa is classified as normal. For case ii, the effect will be the same but 

it will require more effort in terms of the attack set size. We now formally state in a 

proposition the upper bound on the adversary’s effort. 

Proposition 6.2.1 Let A be the set of the attack points that are added to the training 

data set so that the anomalous point xa misclassified as normal, i.e., f(xa) = +1. 

Let ai ∈ A, satisfy the following two conditions ­

T Φ(x)−ρ1. d(Φ(ai)) ≥ d(Φ(xa)), where d(Φ(x)) = w .||w||2 

2. f(ai) = −1 

Then ||A|| ≤ ν. 

Proof This proposition directly follows from the fact that ν is an upper bound on 

the number of outliers and the constraint that we have used to define how to generate 

ai. 
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We now give a heuristic on how to generate the adversarial attack points ­

wT Φ(x) − ρ 
ai = ai+1 + t , a0 = xa (6.20)

||w||2 

where t is a user defined parameter which controls the amount of perturbation in the 

attack point. If the model parameters are known to the adversary, then the adversary 

can generate adversarial samples as given in Equation 6.20. The main advantage of 

this attack strategy is that it does not require optimization and hence it is faster to 

analyze than the strategy developed in the previous section. 

6.2.2 Estimation Of Adversary’s Effort 

In the previous sections we have developed two attack strategies and have esti­

mated an upper bound on the adversary’s effort. In this section, we estimate the 

expected effort required by the adversary. In general, the expected effort required by 

the adversary should be less than the upper bound as there will be some existing nor­

mal data points in the training data that an adversary can use to change the decision 

boundary. To estimate the expected effort, we make the following assumptions ­

1. Let d(Φ(x)) be sampled from a normal distribution Y ∼ N(µ, σ), with mean µ 

and σ estimated from the training data, within the range µ ± 6σ. 

2. Let us assume that the anomaly point xa is at a distance d(Φ(xa)) = c1 ∗ σ from 

the mean µ of the distribution, where c1 is some constant. 

We are adding data points based on our heuristic developed in Section 6.2.1. There­

fore, we will be adding points in the region R = (c1 ∗ σ, 6 ∗ σ). The expected density 

of this region is given by: 

E6∗σE(|R|) = c1∗σ(Y )
 

= |X | * Pr(c1 ∗ σ) ≤ Y ≤ (6 ∗ σ))
 

1 (6 ∗ σ) − µ) (c1 ∗ σ)) − µ)
E(|R|) = |X | ∗ [erf( ) − erf( )] (6.21)

2 σ (2) σ (2) 
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The upper bound on the number of outliers is ν ∗|X |. Therefore, The Expected Effort 

by the adversary is ­

E(|A|) = ν ∗ |X | − E(|R|) (6.22) 

6.2.3 Vulnerability to the attack 

So far, we have developed an attack strategy and have bounded the effort required 

by the adversary. We now assess the vulnerability of this attack under this attack 

strategy by analyzing how the false positives change with the increase in the number 

of attack points. A false positive is any error when an anomaly detector (incorrectly) 

rejects a benign input; we measure the change in this rate with the increase in the 

number of attack points. 

To estimate the change in the number of false positives we model the d(Φ(x) 

function as being drawn from a Gaussian distribution. We now state the assumptions 

formally and calculate the change in the false positives. 

Assumptions 

1. The d(Φ(x)) values are drawn from a Gaussian distribution Y ∼ N(µ, σ). 

2. We assume that there is one adversary only. 

3. A false positive is any point x ∈ X s.t. f(x) = −1. 

Based on our assumptions, we can calculate the expected number of false positives 

as follows: 

E(FP ) = x ∗ Pr(xfp), where Pr(xfp) indicates the 
x∈X (6.23) 

probability of x being a false positive 

Pr(xfp) = Pr(x ∈ X|f(x) < 0) (6.24) 

To simplify the calculation of Pr(xfp), we assume that there exists a point c/σ s.t. 

all the data points sampled from the range (µ − c/σ, µ + c/σ), are part of the region 
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S, where f(x) = +1. Let the anomaly point xa is at a distance d(Φ(xa)) = c ∗ σ from 

the mean µ of the distribution, where c is some constant. The adversary expands the 

region to include the anomaly in the region S which results in a reduction of the false 

positives as more normal data points get included in the region S. As a consequence, 

cσ > c/σ. The change (decrease) in the expected number of false positives after the 

addition of attacks points is given by-

E(FPdec) = (|X | ∗ Pr(c/ ∗ σ ≤ Y ≤ c ∗ σ)) 

1 cσ − µ) c/σ − µ)

E(FPdec) = (|X | ∗ ( [erf( ) − erf( )]) (6.25)


2 σ (2) σ (2)
 

6.3 Experiments & Discussions 

In the previous section we presented an attack strategy and have analyzed the 

impact of an adversary in perfect knowledge and limited knowledge scenarios. We 

also assessed the vulnerability to the attack by analyzing the change in the false 

positive rate. We now evaluate the assumptions in our theoretical results by applying 

them to real world datasets. 

Experimental Setup 

In our experimental scenario, we assume that there is one adversary whose goal is 

to disguise some anomaly point so as to evade detection. We study the effort required 

by the adversary in terms of the attack set size and then assess the vulnerability to the 

attacks (note - we repeat this experiment for multiple adversary points, but we assume 

a single adversary at any given instant). We have implemented our experiments on 

five anomaly detection datasets ­

1. KDD Cup’99 intrusion detection dataset [96] From the KDD cup dataset we 

have chosen user to root (u2r) attacks (nmap and ipsweep) and denial of service 

(dos) attacks (back, neptune and teardrop) , as these are the attacks where past 
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anomaly detection efforts have shown success. For each attack type we have 

chosen the minimal feature set as given in [101]. 

2. Yahoo!	 S5 dataset [97] - The yahoo dataset consists of real and synthetic 

time-series representing the metrics of various Yahoo services. From the ya­

hoo dataset we have chosen the A4 benchmark dataset which consists of both 

anomalies and outliers inserted at random positions. 

3. Thyroid dataset [98] from the UCI machine learning repository. 

4. Credit Card fraud detection dataset [99] from the Kaggle repository. 

5. CICIDS2017 Intrusion Detection Dataset [100] - This dataset, published by the 

Canadian Cybersecurity Institute, contains network traffic which was captured 

over a period of 5 days in 2017. From this dataset, we have chosen the DoS 

Hulk attack type and selected the features as proposed in [100], as SVM has 

been shown to perform the best on it [103]. 

From all the data sets we have randomly sampled 700 normal data points from the 

training data set ensuring that there were no duplicates. For each attack type we 

average out our results over 10 different instances. The value of ν has been chosen 

so as to ensure that the True Positive Rate (TPR) is 1, i.e., all the adversarial points 

are initially classified as anomalous. The value for the ν parameter is given in Table 

6.1 and the degree for the polynomial kernel has been set as 3. 

6.3.1 Estimation of Adversary’s Effort 

In this experiment we aim to estimate the effort required by the adversary in 

terms of the attack size. The results are presented in Fig. 6.3.1, Fig. 6.3.1, Fig. 

6.3.1 & Fig. 6.3.1. We give an average number of attack points required for the 

adversary to misclassify the anomalous point. The average number of points for the 

optimization attack for the Gaussian Kernel is 4, Linear Kernel is 3.4 and Polynomial 
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Dataset 

νparameter 
RBF Kernel Polynomial Kernel Linear Kernel 

Credit card 0.01 0.03 0.03 

KDD Cup - back 0.02 - -

KDD Cup - ipsweep 0.02 0.03 0.03 

KDD Cup - nmap 0.02 0.03 0.03 

KDD Cup - neptune 0.02 0.08 0.05 

KDD Cup - teardrop 0.02 0.08 0.05 

Yahoo 0.01 - -

Thyroid 0.01 - -

CICIDS2017 0.01 - -

Table 6.1.
 
The value of ν parameter for different kernels and datasets
 



82 

is 8.74. The average number of attack points for the heuristic attack for the Gaussian 

Kernel is 6.3, Linear Kernel is 9.94 and Polynomial is 9.4. These results indicate that 

for an optimization attack an adversary only needs to control .76% of the dataset 

to misclassify his point with the range being 0.48% - 1.2%. For a heuristic attack 

an adversary needs to control only 1.22% with the range being 0.9% - 1.42% of the 

training data. One thing to note here is that the number of points is dependent on 

how far the anomalous point is from the hyperplane. If the adversary is close to 

the hyperplane then in the best case he needs to add only 1 poison point to cause a 

concept drift. 

Another observation from the results is that the average number of points required 

in the perfect knowledge scenario is lower than the number of points required in the 

limited knowledge scenario. This validates the fact that optimization requires less 

effort in terms of the size of the attack set. However, in terms of computational 

resources the heuristic that we have developed in Section 6.2.1 is faster as it does not 

need any optimization and is a reasonable approximation to the attack as validated 

by the results. The results also show that the estimated no. of points for the attack 

is comparable to the effort required in the limited knowledge scenario attack. (Note 

- we haven’t ran the experiments for the polynomial and the linear kernel on the 

thyroid and the yahoo dataset because they were already classifying the adversary 

point as benign. 

6.3.2 Analyzing the Evasion Rate 

We assess the impact of this attack on one-class SVM by analyzing how the evasion 

rate of an adversary changes with the increase in the attack set size. Fig. 6.6, 6.7, 

6.8 illustrates the evasion rate for the various attack types for the RBF kernel. As 

can be seen from the graphs, on an average, an adversary only needs to control 

1.14% with the maximum being 4.2% and the minimum 0.42% of the training data 

set to increase the evasion rate to 100%. These results validate that it is feasible to 
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Figure 6.2. Adversary’s Effort for Linear Kernel
 

Figure 6.3. Adversary’s Effort for Polynomial Kernel
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Figure 6.4. Adversary’s Effort for Gaussian Kernel: KDD Cup Dataset
 

Figure 6.5. Adversary’s Effort for Gaussian Kernel: Thyroid, Credit 
Card & CICIDS2017 Anomaly Detection Datasets 
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Figure 6.6. Probability of Evasion vs. Size of the Attack Set: KDD 
Cup’99 Dataset dos attacks 

Figure 6.7. Probability of Evasion vs. Size of the Attack Set
 

attack the machine learning algorithm to cause a concept drift and does not require 

a substantial effort from the adversary to do so. 
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Figure 6.8. Probability of Evasion vs. Size of the Attack Set: Yahoo
 
S5, Thyroid, Credit Card & CICIDS2017 Anomaly Detection Datasets
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6.3.3 Analyzing the Vulnerability to the Attack 

In this experiment, we assess the vulnerability to this attack by analyzing the 

change in the false positive rate of the anomaly detection approach for the optimiza­

tion based attack strategy and the estimated false positives predicted according to 

the model. The results are presented in Table 6.2. We observe that the addition of 

attack points decreases the False Positive Rate. This happens because we are moving 

the hyperplane close to the origin; resulting in benign points that were originally mis­

classified as being classified correctly due to increasing the size of the capture region. 

This enables the attacker to carry out the attack stealthily. 

6.3.4 Estimation of the effect of the parameter ν 

In this experiment we estimate the effect of the parameter ν on the attack set size. 

As can be seen from the figure 6.9, there is a positive correlation between the value of 

ν and the attack set size. This is reasonable, as when we increase the value of ν, more 

data points will be rejected as outliers, which will result in the boundary being further 

moved away from the origin. This will increase the anomaly score of the anomalous 

data point, hence the adversary will have to increase its effort to misclassify the point 

as benign. 

6.3.5 Comparison to Previous Work 

In this experiment, we compare our attack strategy to an existing method. We 

specifically look at the poisoning attack strategy developed in [10] and show what 

our attack strategy reduces the effort of the attacker w.r.t the number of poison 

points required by the attacker. Their attack strategy aims to poison the dataset 

to maximize the hinge loss. We argue that this attack strategy is not suited for our 

attack model because it aims at maximizing the hinge loss i.e., increasing the number 

of false positives. As a consequence, this does not guarantee that our attacker will be 
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Figure 6.9. Average No. Of Attack Points needed vs. Size of ν
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misclassified or that there will be a decrease in the false positives so that the defender 

will continue using the technique. Our comparison is presented in Table 6.3. We have 

compared the results for the Gaussian kernel, as for the Gaussian Kernel every attack 

was identified as malicious. As can see from the results, that the attack strategy 

presented in [10] is not always successful (the probability of success fo our strategy 

was 1.0.), and the effort required by the adversary is also more with the exception 

being nmap, yahoo and thyroid. An interesting observation is that for the nmap and 

yahoo dataset the adversary requires less effort in their strategy as compared to ours 

but the probability of success is significantly lower. Only 1 adversarial point was 

able to successfully evade the attack. For the thyroid dataset, the average number 

of attack points is higher for us because of one adversarial data instance for which 

we required more effort; but that same data instance could not evade detection using 

the attack strategy presented in [10]. 

6.4 Detection Techniques & Discussions 

After presenting attack strategies and estimating the expected effort required by 

the adversary to subvert the anomaly detection technique, for completeness we now 

present a few detection strategies and open research directions which could help in 

building robust anomaly detection techniques. 

6.4.1 Related Work in Detection Techniques 

We look at a few existing approaches and evaluate if they can detect our attack 

or not: 

1. Reject on Negative Impact (RONI) is a defense proposed by Barreno et al. [77] 

that measures the empirical effect of each training instance and eliminates from 

the training set those data points that have a negative impact on classification 

accuracy which exceeds a user defined threshold. This technique cannot be ex­
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Poisoning Attack Strategy of [10] Our Optimization 

Attack Strategy 

Dataset Pr. Of Success Average. 

No. Of 

Attack 

Points 

Average No. Of 

Attack Points 

Credit card 1.0 2.8 2.4 

KDD Cup - back 0.5 6.4 2.7 

KDD Cup - ipsweep 0.4 6.25 4.2 

KDD Cup - nmap 0.1 3 4.9 

KDD Cup - neptune 0.9 10.5 3.1 

KDD Cup - teardrop 0.6 6.8 3.7 

Yahoo 0.5 1 3.3 

Thyroid 0.9 3.3 5 

CICIDS2017 0.1 1 5.9 

Table 6.3.
 
Comparison of our Attack Strategy to the one proposed in [10]
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tended to anomaly detection because the goal of the adversary is not to decrease 

the classifier’s inaccuracy but to misclassify its own anomalous points. If a clas­

sifiers inaccuracy goes below a user defined threshold then with high probability 

the defender is likely to retrain the model, change the model parameters or use 

a new technique. As we have seen from the experiments and the theoretical 

results, adding attack points lead to a decrease in the number of false positives, 

which is an improvement in the classifiers performance. Therefore, this defense 

will not detect the added poison points. 

2. Ensemble Methods combines several classifiers into one to obtain better pre­

dictive performance. One of the ensemble methods is the bagging technique 

where each individual SVM is trained over a randomly chosen subset of the 

training set X via a bootstrap technique and the independently trained SVMs 

are aggregated in various ways such as majority voting. Ensemble methods have 

shown to be successful in evading adversarial attacks [104,105]. We explore this 

technique in Section 6.4.2 and modify it with the insights gained in Section 6.2. 

6.4.2 Detection Technique based on Ensemble Methods 

Limitation of Ensemble Technique 

Here, we show that the naive ensemble technique is inefficient at classifying the 

anomalous point. The bagging technique generate c new training sets Xi, each of 

size n/, by sampling from X uniformly and with replacement. In the Table 6.4.2, we 

show for different values of n/ and the optimization attack on the Gaussian Kernel, 

the probability that our anomalous point is detected. We have set c to be 10 and 

have combined the models by average voting. As we can see from the table, that the 

probability of detection has a mode value of 0.1 with its maximum for the Thyroid 

dataset when we are using 80% of the original training dataset. This is because on 

an average the number of poison points added are 0.5%, which is significantly small, 
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n’ = .95n n’ = .90n n’ = .85n n’ = .80n 

Credit card 0.3 0.3 0.2 0.3 

KDD Cup - back 0.0 0.1 0.1 0.1 

KDD Cup - ipsweep 0.2 0.2 0.1 0.1 

KDD Cup - nmap 0 0.1 0.1 0.2 

KDD Cup - neptune 0.1 0.1 0.1 0.2 

KDD Cup - teardrop 0.4 0.3 0.2 0.3 

Yahoo 0.1 0.3 0.3 0.3 

Thyroid 0.2 0.2 0.3 0.7 

CICIDS2017 0.1 0.1 0.1 0.1 

Table 6.4.
 
Pr. Of Detection for the Ensemble Approach
 

hence they are not excluded when we are training on c new datasets. We have run 

the detection method on the optimization attack strategy for the gaussian kernel. 

Our Approach using Ensemble Technique 

We observe from the attack strategy developed in Section 6.2, to cause an influence 

the attack points added are in a region which is closer to the hyperplane. This is 

because the adversary is trying to minimize effort, hence the anomalous points will 

be close to the hyperplane. If it is further away, then the adversary will have increased 

effort. We propose a modification in the ensemble technique to detect this attack. 

Let g(x) be the value calculated according to Eq. 6.4 for x = 1, ...n. Sort the dataset 

X based on the absolute value of g(x) in increasing order. We then divide X in two 

subsets X1 = X1,...,τ , and X2 = Xτ,...,n, where τ is a user defined parameter; and use 

a different subset size for each subset to randomly sample with replacement. This 

gives a higher probability of removing the attack points while training the model, as 
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the optimization attack strategy generates points to moves the hyperplane between 

the origin and the anomalous point. This will result, with a high probability, that 

the attack points and the anomalous points to be relatively closer to the hyperplane 

as compared to the normal data instance. We now give an algorithm to detect the 

attack: 

Algorithm 7: Detection Strategy
 
Input : Poisoned Data Set X , Parameter to split the training set: τ , No. of 

training datasets: c, Weight for each subset: θ1, θ2 

Output: Model based on Bagging 

Calculate αi using X and Equation 6.5 

Calculate g(X ) according to Eq. 6.4 

Let X be arranged so that it is in sorted in increasing order based on abs(g(X ) 

Split X in two subsets X1 = X1,...,τ , and X2 = Xτ,...,n 

for iter in range(1, c) do 
/ /Randomly Sample n1 = θ1 ∗ n samples from X1 and n2 = θ2 ∗ n from X2 

Calculate αiter
i using X1, X2 and Equation 6.5 

end 

Combine the models by average voting 

Experiment & Results 

We now present our results for the Gaussian Kernel based on the training dataset 

which has been poisoned using the optimization attack strategy. We have set c to 

be 10 as earlier, τ = 15, θ1 = 0.7 so that on an average 4 (average no. of attack 

points) points are removed from this subset of the dataset. We have set the value 

of θ2 = 0.99, so that maximum number of normal data points are included in the 

training data. The results are presented in 6.4.2. 

As we can see from the results, we are successful in detecting the target anomalous 

data point, but at the expense of an increase in the false positive rate. 
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Pr. Of Detection FPR 

Credit card 0.9 0.020 

KDD Cup - back 0.9 0.041 

KDD Cup - ipsweep 0.9 0.0271 

KDD Cup - nmap 0.7 0.056 

KDD Cup - neptune 0.9 0.026 

KDD Cup - teardrop 0.8 0.0191 

Yahoo 0.6 0.0202 

Thyroid 0.7 0.0224 

CICIDS2017 0.6 0.0561 

Table 6.5.
 
Pr. Of Detection for our Approach
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6.5 Conclusions 

In this work, we have analyzed the robustness of one-class SVM as an anomaly 

detection technique against poisoning attack. We have first presented two attack 

strategies and then have analyzed the risk of one-class SVM to those attacks by 

analyzing the expected effort required by the adversary to achieve his goal and then 

estimating the change in the number of False Positives. We were able to exploit 

the weakness of one-class SVM - its gradients could be easily calculated easily and 

that there is an upper bound on the fraction of the number of outliers to poison the 

dataset. We have also presented a detection strategy for the attack and have proved 

it to be more effective at detecting the attack. 
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7 TRANSFERABILITY OF ADVERSARIAL SAMPLES 

7.1 Introduction 

Transferability of adversarial samples is a property which allows the adversarial 

samples which are generated for one classifier, to be transferred to another classifier 

even if the classifiers are trained on disjoint datasets or have different architectures. 

Transferability of adversarial samples, gives the adversary a powerful tool to evade 

machine learning systems as the adversary does not require any knowledge of the 

system. An adversary can train a local model by issuing queries to the targeted 

model and then use the local model’s parameters to craft adversarial samples that 

can subvert the targeted model. Transferability has been investigated mostly for 

evasion attacks. 

In this chapter, we analyze whether the adversarial samples crafted for poisoning 

attacks on each anomaly detection technique transfer to the other anomaly detection 

technique. 

7.2 Related Work 

In this section, we briefly review the related work on transferability of adversarial 

samples. Transferability was first studied in [82] for evasion attacks, where they 

used this property to build a substitute model, whose parameters were used to craft 

adversarial samples, and then these samples were used as a target against the victim 

model. Kurkain et al. [106], further proved that adversarial samples transfer by 

various degrees. The samples which have a high resistance to adversarial training 

have a lower probability of transferring. Tramèr et al. [107] have shown that for 
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different models the adversarial subspace intersects, hence it is possible to transfer 

the samples. 

Liu et al. [108] have empirically validated that targeted adversarial samples show 

resistance in transferring but the non targeted adversarial samples can transfer for 

large datasets and large models. They have used ensemble models to generate ad­

versarial samples which can be transferred for a targeted attack. However, they have 

only focussed on evasion attacks and not on poisoning attacks. The concept of trans­

ferability has been successfully applied to even those neural networks that have been 

training on different domains [109]. They have proposed a generative framework to 

beat domain specific attack methods. 

7.3 Results & Discussions 

We now empirically validate for poisonous attacks, whether the adversarial sam­

ples transfer or not. We first discuss our experimental setup and then provide our 

results. 

7.3.1 Experimental Setup 

In our experimental scenario, the adversarial samples generated for DBSCAN 

(LOF and one-class SVM) are used to train LOF, one-class SVM (one-class SVM, 

DBSCAN for LOF and LOF, DBSCAN for one-class SVM) respectively. The hyper­

parameters of the models are chosen to be the same as described in the Section 4.3 

(5.3, 6.3) respectively. For every attack type, we assume that there are 10 different 

instances of the adversary. We then estimate the probability of transferring the 

adversarial samples by calculating the ratio of the number of instances which are 

predicted benign by the other anomaly detection methods to the total number of 

instances (10 in our case). 
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7.3.2 Results & Discussions 

Our results are presented in Table 7.1, 7.2 & 7.3. The results depict the probability 

of the adversarial samples being transferred to another model, for each individual 

anomaly detection method (For the one-class SVM we have used the Gaussian Kernel 

as it had a True Negative Rate of 1 for every attack type). We now discuss our results 

for each individual anomaly detection method: 

1. Transferability of Adversarial Samples generated for DBSCAN to LOF and one-

class SVM : As we can see from the Table 7.1, the adversarial samples transfer 

to LOF but not to one-class SVM. The adversarial samples transfer to LOF 

because of two reasons - the number of attack points needed for DBSCAN (6%) 

is higher than LOF (1.4%), and the attack strategy for DBSCAN is to make the 

neighborhood dense by adding data points within t radius. As the number of 

attack points added in DBSCAN is higher than the β parameter of LOF, this 

results in the anomalous point having a similar density as compared to its neigh­

bors (attack points). Hence, the adversarial samples transfer from DBSCAN 

to LOF. However, the adversarial samples do not transfer from DBSCAN to 

one-class SVM. This indicates that the subspace in which we add the samples 

is different. One important observation to note here, is that even if the ad­

versary increases his effort (DBSCAN needs on an average 6% while one-class 

SVM needs only 0.76%), it will not result in a misclassification of the anomalous 

point. This indicates that an adversary cannot add data points randomly to 

result in a misclassification but has to carefully craft the samples. 

2. Transferability of Adversarial Samples generated for LOF to DBSCAN and one-

class SVM : As we can see from Table 7.2 that the LOF adversarial samples 

do not transfer to DBSCAN and one-class SVM. The reason is intuitive for 

DBSCAN, it needs more adversarial samples than LOF, hence the anomalous 

point is classified as malicious. For one-class SVM the adversarial samples do 
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Pr. of Attack Transfer to 

SVM 

Pr. of Attack Transfer to 

LOF 

Credit card 0 0.5 

KDD Cup - back 0.1 1 

KDD Cup - ipsweep 0.2 1 

KDD Cup - nmap 0.1 1 

KDD Cup - neptune 0 1 

KDD Cup - teardrop 0 1 

Yahoo 0.2 0.1 

Thyroid 0.1 1 

CICIDS2017 0.1 1 

Table 7.1.
 
Pr. of Transferring DBSCAN adversarial samples to LOF & SVM
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Pr. of Attack Transfer to 

SVM 

Pr. of Attack Transfer to 

DBSCAN 

Credit card 0.9 0.1 

KDD Cup - back 0 0 

KDD Cup - ipsweep 0 0 

KDD Cup - nmap 0.1 0 

KDD Cup - neptune 0.1 0 

KDD Cup - teardrop 0 0 

Yahoo 0.2 0.1 

Thyroid 0.5 0.1 

CICIDS2017 0.1 0.1 

Table 7.2. 
Pr. of Transferring LOF adversarial samples to SVM & DBSCAN 

not transfer, indicating that clustering techniques learn a different boundary as 

compared to classification techniques. 

3. Transferability of Adversarial Samples generated for one-class SVM to DB­

SCAN and LOF: As we can see from the Table 7.3, the adversarial samples 

don’t transfer to LOF and DBSCAN. The reason behind the adversarial sam­

ples not transferring to DBSCAN is that the effort required by the adversary 

is significantly more that the effort required for one-class SVM (6% vs 0.76%). 

Similarly for LOF, which needs an average of 1.4% of the training data. How­

ever, since the no. of attack points needed for one-class SVM is closer to LOF 

as compared to DBSCAN, the probability of transferring adversarial samples is 

higher for LOF. 
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Pr. of Attack Transfer to 

LOF 

Pr. of Attack Transfer to 

DBSCAN 

Credit card 0 0 

KDD Cup - back 0.5 0.1 

KDD Cup - ipsweep 0.6 0.1 

KDD Cup - nmap 0.3 0.4 

KDD Cup - neptune 0.6 0.1 

KDD Cup - teardrop 0.5 0 

Yahoo 0.3 0 

Thyroid 0.1 0 

CICIDS2017 1 0 

Table 7.3.
 
Pr. of Transferring SVM adversarial samples to LOF & DBSCAN
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These results are also indicative of how we should be designing robust anomaly 

detection techniques. Since the adversarial samples do not transfer we can build 

heterogeneous systems for detection anomalies and are robust to adversarial samples. 

7.4 Conclusions 

In this chapter, we have investigated whether adversarial samples transfer for 

poisoning attacks. We have shown that they don’t transfer with the exception being 

DBSCAN to LOF. One of the reasons for this is that the effort required for every 

anomaly detection technique is different. Another reason is that the attack strategy 

entails adding data points in different subspaces of the feature space. 
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8 CONCLUSIONS & FUTURE WORK 

In this thesis, we have focussed on poisoning attacks, i.e., carefully crafted benign 

samples that an adversary injects into the training data to cause a concept drift in the 

anomaly detection method. We have presented a model to estimate the vulnerability 

of an anomaly detection method to an unknown attack, in particular the expected 

minimum number of poison samples the adversary would need to succeed. Such an 

estimate is a necessary step in risk analysis: do we expect the anomaly detection to 

be sufficiently robust to be useful in the face of attacks? 

8.1 Summary of Main Results 

8.1.1 Estimated Adversary’s Effort 

We have addressed the problem of evaluating the security of anomaly detection 

approaches in adversarial conditions by developing an attack strategy and providing 

bounds on the effort required by the adversary in perfect knowledge and limited 

knowledge scenario for DBSCAN (Chapter 4), LOF (Chapter 5) and one-class SVM 

(Chapter 6). We have demonstrated that the attack strategy is dependent on the 

underlying anomaly detection approach and varies for each individual approach. The 

maximum effort is required when trying to circumvent DBSCAN (6%) and minimum 

for one-class SVM (.76%). 

8.1.2 Estimation of Vulnerability to an Attack 

We have effectively modeled the vulnerability to these attacks by analyzing the 

change in the false positive rate and the false negative rates for DBSCAN (Chapter 

4), LOF (Chapter 5) and one-class SVM (Chapter 6). We have demonstrated that 
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our attack strategy results in a decrease in the false positive, giving an advantage to 

the attacker as the defender will be unaware of the attack. 

8.1.3 Detection of Attacks 

We have developed mechanisms to detect the attack for DBSCAN (Chapter 4), 

LOF (Chapter 5) and one-class SVM (Chapter 6). The detection mechanism is based 

on the attacker’s strategy and have shown that our detection mechanism is successful 

in detecting the attacks. We have demonstrated empirically that if the adversary’s 

attack strategy is optimal, our detection mechanism can detect on an average 83% of 

the attacks. 

8.1.4 Transferability of Attacks 

In Chapter 7, we have demonstrated that targeted poisoning attacks do not trans­

fer across the anomaly detection approaches. This results indicates, that to build a 

robust anomaly detection technique we should look at using heterogeneous ensemble 

anomaly detection approaches. 

8.2 Future Work 

While, we have presented a model to estimate the vulnerability to a poisoning at­

tack our model can be expanded to include more scenarios. E.g., one of the main lim­

itations of our model is that we haven’t considered a setting where they are multiple 

adversaries and how they will affect the security of the anomaly detection approach. 

If multiple adversaries collude then it could lead to a decrease in the effort required 

by the adversaries. It will be interesting to investigate on how to model collusions 

between multiple adversaries. Another future work will be to investigate if a sim­

ilar quantitative model can be developed for other methods for anomaly detection. 

Another limitation of our model is that we have assumed that the adversary knows 
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the anomaly detection technique. It would be interesting to test if uncertainty in the 

anomaly detection technique makes a poisoning/obfuscation attack significantly more 

difficult or easier to detect. 

Another future extension of our work will be to design secure algorithms for 

anomaly detection. Designing an anomaly detection approach which assumes the 

presence of an adversary can be developed by applying statistically robust techniques 

or by modeling it as a game between the adversary and the defender [110]. This 

has been done for supervised prediction techniques like logistic regression where the 

game was modeled as a static prediction game [111]; it is not clear if the ideas in [111] 

would be useful for anomaly detection. 
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