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Abstract. Online rating systems are widely accepted as means for quality 
assessment on the web and users increasingly rely on these systems when de­
ciding to purchase an item online. This makes such rating systems frequent 
targets of attempted manipulation by posting unfair rating scores. Therefore, 
providing useful, realistic rating scores as well as detecting unfair behavior are 
both of very high importance. Existing solutions are mostly majority based, 
also employing temporal analysis and clustering techniques. However, they 
are still vulnerable to unfair ratings. They also ignore distances between op­
tions, the provenance of information and different dimensions of cast rating 
scores while computing aggregate rating scores and trustworthiness of users. 
In this paper, we propose a robust iterative algorithm which leverages infor­
mation in the profile of users and provenance of information and which takes 
into account the distance between options to provide both more robust and 
informative rating scores for items and trustworthiness of users. We also prove 
convergence of iterative ranking algorithms under very general assumptions 
which are satisfied by the algorithm proposed in this paper. We have imple­
mented and tested our rating method using both simulated data as well as four 
real-world datasets from various applications of reputation systems. The ex­
perimental results demonstrate that our model provides realistic rating scores 
even in the presence of a massive amount of unfair ratings and outperforms 
the well-known ranking algorithms. 

reputation system, rating provenance, iterative algorithm, online rating 

1. Introduction 

Nowadays, the quantity of products and contents being advertised or published 
on the web is so tremendous that it is impossible to assess their quality or to assess 
trustworthiness of sellers of the advertised products or trustworthiness of sources 
of content based on one’s personal experience. One of the widely used methods to 
overcome this problem is relying on the feedback received from other consumers 
who have had experience of buying a product from a particular source. Such a 
method is based on the use of online rating systems which collect and aggregate 
feedback from all members or visitors of an online community and, based on these 
opinions, assign both a quality level score to every product as well as a trust score 
to every source in the community. The movie rating system IMDb1, Amazon2 and 
eBay3 online markets all incorporate such online rating systems. 

One of the major issues with online rating systems is the credibility of the qual­
ity ranks that they produce. Such quality ranks are produced mainly based on 

1http://www.imdb.com/ 
2http://www.amazon.com/ 
3http://www.ebay.com/ 
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the feedback received from participants in the forms of either textual or numeric 
assessments. Users who have posted such feedback might have different levels of 
expertise and experience. For various reasons, users sometimes might also have 
vested interest to post unfair feedback, either individually or as an organized col­
luding group. Unfair feedback is feedback that does not reflect the real opinion 
of a person on a product and has been posted, regardless of the real quality of 
a product, based on special personal or group interest. If such unfair feedback is 
taken into account when ranks are computed, the resulting quality ranks are no 
longer reliable. Many pieces of evidence show that online rating systems are widely 
subject to such unfair ratings [1, 2, 3]. For example, Xu et al. in [1] investigate the 
business model and market size of the unfair ratings and reputation manipulation 
on one of the most well-known online marketing systems. They detected more than 
11,000 online sellers posting around 219,165 fake purchases which led to revenue of 
about $46,438. 

Past research has developed methods for dealing with this problem which rely on 
clustering techniques to analyze the behavior of users and find the abnormal ones 
[4, 5]. The main problem with such solutions is that the clustering techniques are 
generally based on solutions to NP-Hard graph problems; thus, their performance 
degrades severely when the size of online systems is substantial. Other types of 
solutions to such problems are based on iterative filtering (IF) techniques [6, 7, 8]. 
A recently proposed algorithm [9], Rating Through Voting (RTV) outperforms the 
previous IF algorithms in terms of detection and mitigation of unfair behavior. 
This algorithm tries to iteratively find the community sentiment and use it to 
simultaneously assess quality of products and trustworthiness of users. Although 
RTV shows a promising robustness against unfair ratings, it still has limitations 
that require more investigation. 

The first limitation is that in RTV the order of the choices is not taken into 
account and the distance between the choices is not defined. For example, when 
a user chooses Nominee1 as the most popular candidate and another user selects 
Nominee2, it does not make sense to talk about the distance between these two 
options. However, for example in a movie rating system, these choices possess 
a natural ordering and, if one of the users assigns a 4-star rating to a movie and 
another assigns a 3-star rating, then a distance between there ratings is well defined 
and might be an important piece of information which should be taken into account 
for a more reliable assessment. 

Moreover, in a rating system, users may assess quality of a product, a service 
or a person from different aspects. For instance, in eBay’s detailed seller rating 
system, buyers express their opinion on the quality of a transaction from four 
different aspects4 . For a reputation to be more credible, it is necessary that the 
reputation system aggregates the scores received for all different aspects to build 
the final reputation score. The original RTV algorithm does not support such 
“multi-dimensional” assessments. 

Finally, the provenance of a rating score is another piece of information ignored 
by the RTV algorithm. The contextual information around a cast rating score can 
give the system useful hints to adjust its weight. The profile of the user, the time 
a feedback has been cast, etc., are examples of contextual meta data that can be 
taken into account in the computation of the ranks. 

4http://www.ebay.com/gds/ 
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In this paper we propose a novel reputation system which extends the RTV al­
gorithm. The proposed method takes into account the distance between options to 
fairly propagate credibility among options. The method also considers multiple di­
mensions of the cast rating scores and utilizes them to achieve a more realistic and 
credible reputation aggregation. Our method takes advantage of the provenance of 
the cast feedback when calculating reputation and rating scores and consequently 
produces more informative and reliable scores. We prove the convergence of iter­
ative ranking algorithms under very general assumptions which are satisfied both 
by the previous RTV ranking algorithms as well as by algorithms presented in this 
paper. 

We have assessed the effectiveness of our approach using both synthetic and 
three real-world datasets. These evaluation results show superiority of our method 
over three well-known algorithms in the area, including RTV. 

The rest of this paper is organized as follows. Section 2 formulates the problem 
and specifies the assumptions. Section 3 presents our novel reputation system. In 
Section 4, we present the proof of convergence of iterative reputation algorithms 
under rather general assumptions. Section 5 describes our experimental results. 
Section 6 discusses the related work. Finally, Section 7 outlines a few conclusions. 

2. Preliminaries and Problem Statement 

2.1. Basic Concepts and Notation. Assume that in an online rating system a 
set of n users cast ratings for m items. Each user rates several items (but not nec­
essarily all) and each item is rated by several users; moreover, each item might be 
rated with respect to K different aspects. An example of such a multi dimensional 
rating is the feedback from all students at a school, evaluating courses that each 
student has taken with respect to: quality of lectures, quality of the course reading 
material, quality of the feedback provided on student’s homework, appropriateness 
of the assessment method, etc. We represent the set of ratings by a three dimen­
sional array An×m×K in which Ai,j,k (1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ k ≤ K) is the 
rating cast by user i on item j with respect to the kth aspect. We suppose that 
rating scores are selected from a discrete set of numbers, each of which represent a 
quality level, for example 1-star to 5-star ratings. 

2.2. Rating through Voting. The RTV algorithm [9] reduces the problem of 
rating to a voting task. In the algorithm, if a user chooses a quality level, say 4­
stars, to represent the quality of a product, then one can say that the user believes 
that a 4-star rating represents the quality of the product better than the other 
options; thus, in a sense, he has voted for it out of the list of 1-star to 5-star 
options. 

Thus, an item l has an associated list Λl of nl quality levels to choose from. 
RTV assigns a credibility degree to each such quality level indicating how credible 
this quality level is for representing the real quality of the item, based on the 
quality level choices provided by users. Thereafter, it aggregates the credibility of 
all quality levels a users has voted for in order to build the users’ trustworthiness. 
To briefly explain the gist of the RTV method, assume that for each item l, there 
is a list of quality level options Λl = {l1, . . . , lnl } and each user can choose at most 
one option for each item. We define the credibility degree of a quality level i on a 
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list Λl, denoted by ρli as follows:  α
(Tr)r : r→li (1)	 ρli =      2

α
(Tr)1≤j≤nl r : r→lj 

where r → li denotes that user r has chosen option i from list Λl. α ≥ 1 is a 
parameter which can be used to tune the algorithm for a particular task. Tr is the 
trustworthiness of user r which is obtained as:  
(2)	 Tr = ρli 

l,i : r→li 

Equations (1) and (2) show that there is an interdependency between the cred­
ibility of levels ρli and trustworthiness of users Tr: once the users cast their votes 
about the quality of items, then the users can be judged how compliant they are 
with the prevailing community sentiment about these items; the level of such com­
pliance represents the trustworthiness of a particular voter. Thus, in a sense, the 
prevailing community sentiment is used as a proxy for the “gold standard”, i.e., for 
the “true” value of items. RTV leverages such interdependency and finds a solution 
for both all of ρli and all of Tr satisfying these two equations by an iterative proce­
dure which is provably convergent. Given the credibility degrees obtained by such 
an iterative algorithm, RTV obtains the aggregate rating score of item l, denoted 
as Rl, as:  i × ρp 

li(3)	 Rl =  
ρp 

1≤i≤nl 
1≤j≤nl lj 

where p ≥ 1 is a parameter. One of the contributions of this paper is a more 
realistic method of determining such aggregate scores. 

2.3. Problem Statement. The following four practical issues are not addressed 
by existing reputation systems, which we aim to resolve in our proposed approach: 

(1)	 Distance dependent credibility propagation: According to Eq. (1), if a user 
r chooses option li for an item l, this contributes towards the credibility 
of only this option. However, it would be desirable that such a choice also 
contributes to credibilities of nearby options lj as well, proportional to the 
proximity of these options to option li. The intuition behind such credibility 
propagation is that there is always a degree of uncertainty associated with 
each individual rating. So, if a user chooses a 4-star rating of a movie, while 
this should primarily increase the credibility of the 4-star rating for that 
movie, it should also somewhat increase nearby ratings of 5 and 3 stars, 
much more so than the ratings of 2 stars or 1 star only. This indicates 
that, in cases when there is a natural notion of distance between options, 
a reputation system should consider such partial credibility propagation in 
a neighborhood of each particular choice. Of course, in traditional voting 
systems such as a parliament voting system, there is no plausible notion of 
distance between candidates; however, ranking systems by their very nature 
allow for such distance metrics. 

(2)	 Multi-dimensional rating systems: As we have mentioned, in a rating sys­
tem, users may rate the items with respect to different aspects. In another 
such example, in eBay’s detailed seller rating system, buyers are asked 
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about different aspects of the transaction and they can rate sellers from 
four aspects: Item as described, Communication, Shipping time, and Ship­
ping charges [10]. Clearly, a reputation system must aggregate the ratings 
of these categories to assess the overall trustworthiness of users. 

(3)	 Provenance: While the previous requirements are mostly based on similar­
ities and confluence of ratings, a reputation system must take into account 
the contextual information about the origins of such ratings. We indicate 
such information as the provenance of a rating which characterizes the ori­
gin of that rating. For example, in one of our datasets, users rate short 
educational videos; users can be either staff or students; also, some users 
watch only a part of the video. Thus, the ratings have different prove­
nance; they come from users who have different attributes, be this their 
competence or their level of familiarity with the videos they rate, and such 
attributes clearly have an impact on reliability of their rankings. 

In this paper, our goal is to extend reputation systems by Allahbakhsh et al. [9] to 
take into account the above features of individual ratings. 

3. Reputation Aggregation System 

In this section, we extend RTV by taking into account the rating provenance as 
well as the credibility propagation in a multi-dimensional rating system. To this 
end, we first define an impact function to take into account the distance between 
quality levels. We then leverage such distance dependent impact to extend our 
basic equations for computing credibility levels and users’ trustworthiness. We also 
define the concept of rating provenance and extend our computations to consider 
such provenance. Finally, we propose a method to obtain the final reputation values 
in a multi-dimensional rating system. 

3.1. Distance between ratings. In most of social rating systems, such as eBay’s 
5-star feedback system, there is a numerical distance between rating options. In 
order to take into account such distance in our reputation propagation method, 
to measure the impact of choosing an option j on credibilities of options other 
than j one can use any decreasing function g(x) of the distance between options; 
such function g(x) should be defined on the set of non-negative reals and should 
satisfy g(0) = 1. We then set im(i, j) = g(dist(i, j)), where dist(i, j) is any distance 
metric5 . In our experiments reported here the impact of the distance of two options i 
and j is given by the quantity im(i, j) = q|i−j|, where q is a decay factor, 0 < q < 1. 
Figure 1 shows how the impact value im(i, j) of a choice of an option j on the 
credibility of another option i decreases exponentially as the distance between the 
two options increases6 . We assume that there is a limited range for the ratings 
in the rating system. We require that the sum of impacts of choosing level j on 
all options i, i  j, must be a constant value equal for all users.The impact of a = 
choice of rating j to the very same choice j we take to be equal to 1, and we denote 
the sum of impacts on all other choices as b and call it the propagation parameter. 
The propagation parameter is a non-negative value which controls how much of the 
trustworthiness of each user propagates among options in accordance with their 

5Since every distance function satisfies dist(i, j) = dist(j, i), we also have im(i, j) = im(j, i). 
6In future work, for multidimensional rating systems we will investigate the option that, rather 

than being computed separately for each dimension, the value of im(ii,ij) depends on the Euclidean 
distance between choices ii and ij. 
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proximity to the chosen option. As we will discuss later, if the degree of uncertainty 
of users is small, b should be chosen small; if the users have higher degree of 
uncertainty then, accordingly, the impact of their choices on nearby options should 
be larger, but smaller than the number of options nl, i.e., b ≤ nl. The extreme 
value b = 0 corresponds to perfect certainty of the user regarding his chosen level; 
the extreme value b = nl, on the other hand, corresponds to a complete uncertainty 
regarding his choice, because it gives the same impact of 1 to all of nl levels

7 . 
Summing the propagation on all options not equal to the chosen option j we get 

2 nl−j 2 j−1 q + q + · · · + q + q + q + · · · + q = b ⇔ 

(4) q(1 + q + · · · + q nl−j−1) + q(1 + q + · · · + qj−2) − b = ⇔     
nl−j j−11 − q 1 − q

q + q − b = 0 ⇔ 
1 − q 1 − q

(5) qj + q nl+1−j − (2 + b)q + b = 0 

1 𝑗 − 2 𝑗 − 1 𝑗 𝑗 + 1 𝑗 + 2 𝑛𝑙 ⋯ ⋯ 

𝑞𝑗−1 
𝑞2 

𝑞 𝑞 
𝑞2 

𝑞𝑛𝑙−𝑗 

Figure 1. Since 0 < q < 1, the proposed impact function 
|j−i|im(j, i) = q of the choice j on other values i = j ± 1, i = 

j ± 2, . . . exponentially decreases as the distance |j − i| increases. 

The values of q are constrained to the range 0 < q < 1; when q approaches zero, 
then the left side of (4) approaches −b ≤ 0. On the other hand, if q approaches 
1, then the left side of (4) approaches nl − b ≥ 0. Thus, since 0 ≤ b ≤ nl, there 
must be a value for q for which (4) is satisfied. Moreover, the left side of (4) is 
monotonically increasing in q, so there is precisely one solution to equation (4). 
Such a solution can be efficiently obtained by solving the algebraic equation (5) 
using standard numerical methods. In Section 5.2 we investigate the impact of 
various values of the propagation parameter b, 0 ≤ b ≤ nl, on the accuracy of our 
reputation system. 

3.2. Provenance-Aware Credibility Propagation. Given the impact function 
im(i, j) for computing the impact of choosing level i to level j (and vice versa, 
see footnote 5) in accordance with the distance between options i and j, we can 
now refine our equations for computing the credibility degree of a level i from a 
list of levels l as well as for computing the trustworthiness of a user r. First, we 
define βli as the non-normalized credibility degree of quality level i from a list l 
of levels. Considering the idea of credibility propagation among the options, the 

7In the future work, we plan to investigate systems in which the value of b can be different for 
different users, reflecting how confident they feel about their ratings. In such a case one should 
make sure that the sum of such br of a user r and the credibility cr conveyed by r to the option 
j which the user has chosen (in the present case always equal to 1) sum up to the same value 
s = br + cr equal for all users. 
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credibility degree of a quality level j is obtained not only from the users who have 
selected that particular level, but also from users who have chosen other levels, in 
proportion to the distance of their choices from level j. In other words, we define 
the credibility degree for a quality level j of an item as amount of credibility which 
such level has obtained from all users who rated that particular item, regardless of 
which particular level they chose as the most appropriate assessment of the quality 
of that item. Therefore, we reformulate equation Eq. (1) for computing the non-
normalized credibility degree of quality level li as follows: 

α
(6)	 βli = (Tr) im(i, j) 

j,r : r→lj 

On the other hand, some rating systems provide contextual information about 
the ratings, which we call rating provenance. Such contextual information may 
contain attributes such as the educational level of each user, the average grade of 
each student in a student feedback system, etc. Thus, a reputation system needs to 
take into account these contextual attributes about the quality of ratings as meta­
data. Clearly, each rating system has its own list of contextual attributes. In this 
paper we give an example of a student feedback system, in which users rate movies 
which are a part of the learning material for a course; users include both staff and 
students. Thus, we propose that our provenance model be based on the attributes 
which include two contextual attributes: staff/student as well as the amount of 
time spent watching each movie. We will show the details and evaluation results of 
our algorithm over a dataset from such a system in Section 5.6. We note that this 
approach can easily be adapted for other contextual attributes as well. Moreover, 
the proposed provenance model is based on the approach proposed by Wang et 
al. [11], where this approach has been used in the context of participatory sensing. 

The main idea of our provenance model is to define a weight function which 
depends on the contextual attributes provided by the rating system. To this end, 
we associate a weight with each attribute and then aggregate all such weights as a 
simple product of all weights, in order to obtain the cumulative provenance weight. 
Such provenance weight is then used in the computation of credibility of each level, 
as well as in the computation of users’ trustworthiness. 

As we have mentioned, in one of our examples, that is, the one of a student feed­
back system for evaluating educational movies, students are asked to rate movies 
used in an online course. For each rating, the system provides the staff/student 
status of each user as well as the amount of time each user has spent watching the 
movie. 

We utilized both the staff/student information and watching time duration as 
two contextual attributes to create the provenance of ratings. To this end, we 
assign a slightly higher credibility to the staff users compared to the credibility of 
student users. Thus, we define the staff weight, denoted as ws(r), which we set 
ws(r) = 0.98 if user r is a staff and ws(r) = 0.95 for student users. Moreover, we 
take into account the duration of the watching time, to reflect the fact that if a 
user spends more time watching a movie (for example, watching the entire movie, 
possibly several times, versus watching only a small part of it) then such a user 
can provide more reliable rating of such a movie. We denote the watching time of 
a user r by TW (r) and the duration of a movie l by TD(l), respectively. Thus, we 
compute the gap between them as |min{TW (r), TD(l)} − TD(l)|. We now define 

http:ws(r)=0.95
http:ws(r)=0.98
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the watching time weight for a user r and a movie l, denoted wt(r, l), as: 

−|min{TW (r),T (l)}−T (l)|×γ(7)	 wt(r, l) = e

where 0 ≤ γ ≤ 1 is a duration sensitivity parameter, which controls the relative 
impact of the watching time weight. Note that Eq. (7) makes wt(r, l) equal to 
1 when the gap between the watching time and duration is 0 and that wt(r, l) 
decreases when such gap increases. Given both the staff/student weight ws(r) and 
the watching time weight wt(r, l), we define the provenance weight, denoted as 
wp(r, l), as the aggregation of these two weights by taking their product: 

(8)	 wp(r, l) = ws(r) × wt(r, l) 

Note that, in general, the provenance weight can be defined as the product of 
the weight values of all contextual attributes, where such weights are in the range 
[0, 1]. Given the provenance weight, we use the provenance information to refine the 
definition of the non-normalized credibility degree βli, which was given by Eq. (6), 
as follows: 

α
(9)	 βli = (Tr) × im(i, j) × wp(r, l) 

j,r : r→lj 

For normalizing the credibility of a level i from a list l of choices of levels, we 
use the same method as used in the original approach, i.e., we set 

βli 
(10)	 ρli = -

2 
1≤j≤nl 

(βlj )

Given the credibility degree for all quality levels of items, we can now also refine 
the method of computation of the trustworthiness of users. Such trustworthiness of 
a user is the weighted sum of all credibility degrees from all quality levels of items 
which have been rated by such a user: 

(11)	 Tr = ρli × im(i, j) × wp(r, l) 
l,i : r→li 1≤j≤nl 

Note that we formalized the uncertainty in rating systems through both credibility 
propagation among options as well as rating provenance; this is done both for 
computing the credibility degrees of quality levels and for computing the users’ 
trustworthiness. 

3.3. Iterative Aggregation. Equations (9), (10) and (11) provide interdependent 
definitions of credibility degrees of levels and of trustworthiness of users. Clearly, the 
credibility degree ρli of a quality level i of an item l depends on the trustworthiness 
of users who rated such an item with level i or with a level close to i; on the other 
hand, the trustworthiness of a user depends on the credibility degree of the level 
i he has chosen as well as the near by levels for items l which have been rated by 
such a user. 

We now propose an iterative algorithm to compute both the credibility degrees of 
levels as well as the trustworthiness scores of users in a manner similar to that used 
in the original RTV algorithm. Thus, we denote the non-normalized credibility of 
a level i, normalized credibility of a level i and the trustworthiness of a user r at an 
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(t) (t) (t)
iteration stage t as β , ρ and Tr , respectively. Therefore, equations (9), (10) li li 
and (11) now take the following form dependent on the round of iteration t: 

α(t+1)
(12) β = (T (t)) × im(i, j) × wpli r 

j,r : r→lj 

(t+1) 
(t+1) li β

(13) ρ = li 2
(t+1)

β1≤j≤nl lj 

T (t+1) (t+1)
(14) = ρ × im(i, j) × wpr li 

l,i : r→li 1≤j≤nl 

Algorithm 1 is an iterative process for computing simultaneously the values of 
(t) (t) (t)

β , ρ and Tr . The algorithm starts with identical trustworthiness scores for li li 
(0)

all users, Tr = 1. The iteration stops when there is no significant change of the 
credibility degrees of all options, i.e., when ⎛ ⎞1/2 

(t+1) (t)⎝ (ρ − ρ )2⎠ < ε li li 
l,i 

where ε is the precision target desired, which, in our experiments, was set to 10−6 . 
When this happens we say that the computation of credibilities of the levels has 
converged (see Algorithm 1). 

Algorithm 1 Iterative algorithm to compute the credibility and trustworthiness. 

1: procedure CredTrustComputation(A, b, α, γ, nl) 
2: Compute q using (5) 
3: for each 1 ≤ i, j ≤ nl do 

|i−j|4: im(i, j) ← q
5: end for 

(0)
6: Tr ← 1 
7: t ← 0 
8: repeat 
9: for each level i and item l do 

(t+1)
10: Compute βli using (12) 
11: end for 
12: for each level i and item l do 

(t+1)
13: Compute ρli using (13) 
14: end for 
15: for each user r do 

(t+1)
16: Compute Tr using (14) 
17: end for 
18: t ← t + 1 
19: until credibilities have converged 
20: Return ρT and TT

21: end procedure 
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3.4. Multi-dimensional Reputation. Examples of the eBay multi-categories feed­
back system and of student course evaluation in educational systems suggest that 
a reputation system needs to consider the correlation among users’ feedback across 
multiple categories. A traditional approach is to apply the trust computation 
method over the ratings of each category separately. However, the correlation 
among ratings in various categories can help a reputation system to accurately 
assess the quality of ratings; see, for example, [12]. 

In Eq. (3) we proposed an aggregation method for a single category rating sys­
tem. In order to extend this method to multi-dimensional rating systems, we first 
aggregate the ratings of items and the trustworthiness of users by applying Algo­
rithm 1 over each category separately. In this way, if there are K categories in the 
rating system, we obtain K trustworthiness ranks T p, 1 ≤ p ≤ K, for each user. r 
We aggregate these trustworthiness ranks using a simple average to obtain the final 

K
users’ trustworthiness, denoted as T̂r, i.e., we set T̂r = ( T p)/K. After that, p=1 r 

we employ a weighted average to compute the final rating of each item l in category 
k, as follows 

i × (T̂r)
p 

i,r : r→lik 
(15) Rlk = 

(T̂r)p 
i,r : r→lik

where r → lik denotes the fact that user r has chosen option i from the lth list Λl 

for category k. An overall rating of an item l can now be obtained as an average 
K

of rating of all K aspects, i.e., Rl = ( Rlk)/K. Constant p ≥ 1 is a design k=1 
parameter that can be tuned to obtain optimal performance in each particular 
context. 

3.5. Algorithm Complexity. Since in all practical applications the rating matrix 
is very sparse, we evaluate the time complexity of our reputation system based on 
the number of ratings, denoted as L (see Table 1 for a similar observation in the 
MovieLens dataset). Let n be the number of users and m the total number of items 
rated; then L « n×m. The initial part of Algorithm 1, i.e., lines 2-7, take constant 
time as this part is independent from the number of ratings. The complexity of the 
iterative part of the algorithm depends on the complexity of credibility, normalized 
credibility and trust computations which have complexities O(L × nl), O(m × nl), 
and O(L × nl), respectively. Since nl is a constant value, each iteration in the 
algorithm requires a total O(L) time. Thus, the time complexity of Algorithm 1 is 
O(k × L), where k is the number of iterations; such k depends on the threshold of 

ρ (k)precision ε of vector j . As we will discuss later, in our examples for accuracy 
ε = 10−12 the number of iterations k was smaller than 20 and for ε = 10−3 it was 
around 10. Thus, overall, our algorithm is very efficient. 

4. General Proof of Convergence 

In this section we prove that our algorithm converges. To do that, we actually 
prove the convergence of a very general class of algorithms of similar kind. The 
proof generalizes the proofs from [9,13] and it not only covers algorithms introduced 
in [9, 13] and the algorithm we presented in this paper, but, in all likelihood, it is 
also sufficiently general to guarantee the convergence of possible future refinements 
and extensions of iterative algorithms similar to the present algorithm. To present 
it in such generality we first introduce a few definitions and specify our notation. 
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4.1. Notation and Definitions. Assume that N sources S1, . . . , SN provide an­
swers ali to L queries Q1, . . . , QL. We will regard each piece of information ali 
provided by a source Si as an answer to a query Ql. For the same query Ql two 
different sources Si1 , Si2 might provide either equal or unequal answers ali1 , ali2 . 
Answers can be either numerical or non-numerical values. Each source can be seen 
as providing a vote of confidence for each piece of information it provides. The 
objective of our algorithm is to aggregate these answers in a most robust way, 
minimizing the impact of both stochastic errors as well as malicious reporting by 
the sources. We consider queries whose answers are either numerical within a pre­
determined range, or belong to a predetermined set of finitely many choices. We 
allow the possibility that for a query sources can provide multiple answers; in this 
case the answer is represented by a vector (ali1 , . . . , alim ), and either the sources 

1 mof information or the aggregation authority provide positive weights (wli, . . . , w )li 
for these multiple answers, with weights summing up to a constant, which, without 

kloss of generality, can be assumed to be equal to one, w = 1. We denote 1≤k≤m li 
by Λl a list which includes all answers to the query Ql. 

Not necessarily all the sources provide answers to all queries. Since some of the 
sources might provide the same answer to a particular query, the total number of 
answers provided can be smaller than the number of sources providing answers to 
that query. However, we also allow the possibility that the list Λi can contain more 
answers than those actually provided by the sources, to allow for scenarios where 
for a particular query the sources choose the best answer from a preselected list of 
choices. 

The degree of agreement of the sources regarding the most appropriate answer 
on each particular query is reflected in the calculated credibility degree for each 
answer. The credibility degree of an answer ai ∈ Λl is denoted by ρli. 

Based on the credibility of each answer, we calculate a measure of trustworthiness 
Tr of each source Sr. We use notation r → li to denote the fact that a source Sr has 
provided an answer jali for a query Ql. Also, let nl denote the number of answers 
on a list of answers Λl to query Ql, which are either provided by the sources or are 
a predetermined list of choices from which sources Sr can choose an answer; thus, 
nl = |Λl|. 

For each p ≥ 1 we denote by IjxIp the usual p-norm of the vector jx = (x1, . . . , xn), 
i.e., 

� � 1 
n p 

pIjxIp = x .i 
i=1 

We denote by R+ the set of non-negative reals. Let 

ρj = (ρli : 1 ≤ l ≤ L; 1 ≤ i ≤ nl) 

be any vector in (R+)M , and let T(j × N which ρ, r) be any function from (R+)M 

for every 1 ≤ r ≤ N satisfies: 
(a) T(j ρ ∈ (R+)M × N;ρ, r) ≥ 0 for every j
(b) T(jρ, r) has continuous second order partial derivatives with respect to vari­

ables ρli; 
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(c) for all l such that 1 ≤ l ≤ L, 

∂T(jρ, r)
(16)	 ≥ 0;

∂ρli 
∂T(jρ, r)

(17)	 ≤ 1. 
∂ρli 

1≤i≤nl 

For each vector ρ ∈ (R+)M we denote the vector (T(j : 1 ≤ r ≤ N) ∈ RN by ρ, r)
−→ 

ρ). Let us consider the set of equations ⎧⎨ 

T(j ⎫⎬ 
C = ρli 

2 = 1 : 1 ≤ l ≤ L . ⎩ ⎭ 
1≤i≤nl 

− 1→ 
Since the function IT(ρj)Ip = T(j

p 
is continuous, it achieves its ρ, r)p 

1≤r≤N 

maximum on the set of all ρj ∈ (R+)M which satisfy constraints C, because such 
a set is a Cartesian product of L finitely dimensional hyper-spheres and is thus 
compact. This fact makes the following definition correct. 

Definition 1. An assignment of ranks ρj is (p + 1)–fair if it maximizes the value 
−→	 −→ 

of the norm IT(ρj)Ip+1 of the trustworthiness vector T(ρj). 

Thus, a (p + 1)–fair assignment of ranks ρj gives “the benefit of the doubt” to the 
sources, giving them the largest possible “joint trustworthiness”, i.e., the largest 
possible (p + 1)–norm of the vector comprising of their trustworthiness scores, for 
the given trust function T(jρ, r). 

Theorem 4.1. If an assignment of ranks ρj is (p + 1)–fair then for all 1 ≤ l ≤ L 
and all 1 ≤ i ≤ nl it satisfies equation 

− p+1→ 
∂ IT(ρp)Ip+1 

∂ρli(18) ρli = ⎛ 
−→ 

⎞1/22p+1 
∂ IT (ρp)Ip+1⎝ ⎠ 

1≤j≤nl ∂ρlj 

    

The above equation has a simple intuitive explanation: the rank of an answer i 
on the list Λl should be proportional to its impact on the norm of the trust vector −→ 
IT(ρj)I, relative to the impacts of all items on that list. 

Let ρj be any vector in RM ; we define (ρj)l to be the projection (ρli : 1 ≤ i ≤ nl)
of ρj onto the subspace corresponding to a single list of answers Λl to a query Ql. 
Then for any fixed l, the above equations for all 1 ≤ i ≤ nl can be put in a compact 
vector form: 

p+1−→
V IT(ρj)Ip+1 

l(19)	 (ρj)l =     . 
p+1−→

V IT(ρj)Ip+1 
l 2 

Note that a p + 1–fair vector ρj is a fixed point of the vector function defined by the 
right hand side of the above equation. 
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Proof. Let 
p+1−→ 

(20) F (ρj) = IT(ρj)Ip+1 ; 

then to prove the theorem it is enough to show that if jσ is a maximum of F (ρj), 
subject to the constraints C, then σ must satisfy (19). For this purpose we introduce 
for each list Λl a Lagrangian multiplier λl and define define jλ = (λl, : 1 ≤ l ≤ L). 
We now look for the stationary points of the Lagrangian function 

L nq 

Φ(j λ) = F (j λq −1 + ρ2 .ρ, j ρ) − qm 
q=1 m=1 

Let l, m be list indices and i, j item indices; we now have 
p+1−→ 

∂ IT(j∂F (ρj) ρ)Ip+1 
(21) = ;

∂ρli ∂ρli 
p+1 

∂ IT(ρj)Ip+1 
−→ 

∂Φ(j λ)ρ, j
(22) = − 2λlρli;

∂ρli ∂ρli 
nl∂Φ(j λ)ρ, j

ρ2(23) = −1 + lj . ∂λl j=1 

∂Φ(p λ)If (ρ,j jλ) is a stationary point of Φ then by (22) ρ,p = 0 for all l, i and thus ∂ρli 

p+1 

1 ∂ IT(ρj)Ip+1 
−→ 

(24) ρliλl = . 
2 ∂ρli 

This yields ⎛ ⎞2p+1−→ 
∂ IT(ρj)Ip+1 

ρ2 = liλ
2 
l 

1 ⎜⎝ 
⎟⎠ ,

4 ∂ρli 

and by summing the above equations for all indices j of objects on the list l we get ⎛ ⎞2p+1−→ 
∂ IT(ρj)Ip+1

nl 1 
λl 

2 ρ2 = lj 
⎜⎝ 

⎟⎠ . 
4 ∂ρlj j=1 1≤j≤nl 

∂Φ(p λ)Since (ρ,j jλ) is a stationary point of Φ also ρ,p = 0; this by (23) implies ∂λl 
nl ρ2 = 1, and since by (24) λl must be positive, we obtain i=1 li ⎞⎞⎛⎛ 1/22p+1−→ 

∂ IT(ρj)Ip+1⎜⎜⎝ 
⎟⎠ 
⎟⎟⎠λl = 

1 
2 

⎜⎝ . 
∂ρlj 

1≤j≤nl 

This, together with (24) implies (18). D 

We now show that a p + 1–fair vector can be approximated by an iterative 
procedure given by Algorithm 4.2. 
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4.2. Algorithm. Let us define the weight function W(jρ, r, l, i) as 

∂T(jρ, r)
(25) W(j ,ρ, r, l, i) = 

∂ρli 

and the benefit function B(jρ, l, i) as 

(26) B(j W(j ρ, r)p.ρ, l, i) = ρ, r, l, i) T(j
r→li 

Note that 
p+1 

1 ∂ IT(ρj)Ip+1 
−→ 

(27) B(j ,ρ, l, i) = 
p + 1 ∂ρli 

and that condition (18) for p + 1–fairness of a rank ρj can be written as 

B(jρ, l, i)
(28) ρli = . 

1/2 
B(jρ, l, j)2 

1≤j≤nl 

In our iterative algorithm, for each answer ali on the list Λl we will keep track of 
its credibility degree at the step of iteration k, denoted by ρli 

(k) 
. These individual 

(k) 
ρ (k)credibility degrees ρ will be collected into a single vector j :li 

(k)
ρj (k) = (ρ : 1 ≤ l ≤ L, 1 ≤ i ≤ nl).li 

We will also keep track of the benefit which ali gets from all the sources, denoted by 
(k) (k)

β . For each source Sr we will keep track of its trustworthiness Tr at the stage of li 
iteration k, as well as the weight wrli with which the p-power of the trustworthiness 
of a source r is conferred to answer ali. 

Let ε > 0 be the precision threshold for our iterative algorithm; the value of p, 
p ≥ 1 in the norm used has a role of a “discrimination” setting parameter, as it will 
be explained later. 

Theorem 4.2. The iterative procedure given by Algorithm 1 always converges to a 
(p + 1)–fair vector. 

Proof. Our proof generalizes our convergence proofs from [9,13]. Let F (ρ), Φ(j λ)ρ, j

be as in the proof of Theorem 4.1. We will show that our iterative algorithm 
converges to a (p + 1)–fair vector, which, as shown in the proof of Theorem 4.1 is a 
stationary point of Φ(ρ,j jλ). If we define ρj  → (ρj)∗ to be the mapping such that for 
an arbitrary ρj, 

(VF (ρj))l
(29) ((ρj) ∗ )l = ,

I(VF (ρj))lI2 

then (19) shows that pj is a p + 1–fair vector just in case (jσ)∗ = jσ, i.e., for all 
1 ≤ l ≤ L, 

(VF (jσ))l
(30) (jσ)l = . 

I(VF (jσ))lI2 

Note also that in our algorithm the approximation ρj (n+1) of the vector ρj obtained 
at the stage of iteration (n + 1) can be written as 

ρ (n)) ∗ ρj (n+1) = (j , 
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Algorithm 2 Algorithm 
Initialization: 

For all 1 ≤ r ≤ N , for all 1 ≤ l ≤ L and all 1 ≤ i ≤ nl, 

T (0) = 1; (trustworthiness of source r)r 

1(0)
ρ = √ ; (rank of answer ali)li nl 

(0)
w = 0; (weight for source r conferring credit to answer ali)rli 

(0)
β = 0; (benefit conferred to answer ali)li 

k = 0; (round of iteration) 

Repeat: 

(k+1)
w = W(ρj (k), r, l, i);rli 

β
(k+1) 
li = w

(k+1) 
rli T (k) 

r 

p 
; 

r 

ρ
(k+1) 
li = 

β
(k+1) 
li 

2 
; 

(k+1)
β1≤j≤nl lj 

T (k+1) ρ (k+1)= T(j , r);r 

ρ (k+1) − juntil: Ij ρ (k)I2 < ε. 

and that our algorithm will halt when ρj (n) get sufficiently close to a fixed point8 

jσ = (jσ)∗ of the mapping ρj → (ρj)∗ . 
Let ρj be an arbitrary vector such that I(ρj)lI2 = 1 for all 1 ≤ l ≤ L; we abbreviate 

(ρj)∗ with ρj ∗ and let jh = ρj ∗ − ρj. By applying the Taylor formula with a remainder 
in the Lagrange form, we get that for some 0 < c < 1 and jµc = cjρ + (1 − c)ρj ∗ we 
have 

F (ρj ∗ ) = F (ρj+ jh) 

1 ∂2F (jµc)j(31) = F (ρj) + VF (ρj) · h + hlihmj . 
2 ∂ρli∂ρmj

l,m,i,j 

Since 

(VF (ρj))l
(32) (jh)l = (ρj ∗ )l − (ρj)l = − (ρj)l,I(VF (ρj))lI2 

8Note that we do not need to prove the uniqueness of such a fixed point because our final 
ranks are defined as the output of our algorithm, and we only need to prove that our algorithm 
eventually terminates. 
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using also (29), we get 

(VF (ρj))l
(VF (ρj))l · (jh)l = (VF (ρj))l · − (ρj)lI(VF (ρj))lI2 

= I(VF (ρj))lI2 − (VF (ρj))l · (ρj)l 
= I(VF (ρj))lI2 − I(VF (ρj))lI2(ρj ∗ )l · (ρj)l 
= I(VF (ρj))lI2(1 − (ρj ∗ )l · (ρj)l) 

Let θl be the angle between the unit vectors (ρj)l and (ρj ∗)l, i.e., such that cos θl = 
(ρj)l · (ρj∗)l. Then, (see Figure 2, left) 

2 2
(jh)l θl 1 − cos θl 1 − (ρj)l · (ρj∗)l 

= sin = = . 
2 2 2 2 

2 

      θ 
 

θ /2 

(h)l 

(ρ*)l 

(F(ρ))l 

(ρ)l 

(ρ*)l 

(F(ρ))l 

(ρ)l (h)l 

(ρ’)l 

t0(h)l 

Figure 2. A geometric representation of the iterative procedure. 

Combining the last two formulas we get 

I(VF (ρj))lI2 I(jh)lI2 
2(33) (VF (ρj))l · (jh)l = . 

2 

Assume first that IjhI2 is sufficiently small, so that the contribution of the second 
order terms in (31) is small compared to the first order term, and, consequently 

(34) F (ρj ∗ ) ≈ F (ρj) + VF (ρj) · jh. 

Since IVF (ρj)I2 is a continuous function, it achieves its minimum on the compact 
set defined by our constraints, i.e., on the set C = {ρj : I(ρj)lI2 = 1, 1 ≤ l ≤ L}. It 
is easy to see that the condition given by equation (16) ensures that the directional 
derivative of F (ρj) in the (radial) direction of vector ρj is always strictly positive; 
thus, on the compact set defined by our constraints its minimum must also be 
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strictly positive. Consequently, there exists κ > 0 such that IVF (ρj)I2 > κ for all 
ρj ∈ C; using this and by summing equations (33) for all 1 ≤ l ≤ L, we get 

κ IjhI2 
j 2(35) VF (ρj) · h > . 

2 

h (n) ρ (n+1) − jTogether with (34) this implies that, for ρj (n) and j = j ρ (n) obtained 
in our iterations, 

κ Ijh (n)I2 

ρ (n+1)) − F (j ρ (n)) ∗ ) − F (ρj (n)) > 2F (j ρ (n)) = F ((j
2 

Thus, since F (ρj) must be bounded on a compact set defined by the constraints C, 
we get that Ijh (n)I2 must converge to zero, i.e., Iρj (n) − (ρj (n))∗I2 will eventually 2 
be smaller than the prescribed threshold and the algorithm will terminate. 

If IjhI2 is not sufficiently small so that the impact of the second order term in 
(31) makes the inequality (35) false, we supplement our algorithm with an initial 
phase which involves a line search. While this ensures a provable convergence of our 
algorithm, in all of our (very numerous) experiments such a line search was never 
activated; however, we were unable to prove without any additional assumptions 
that indeed such line search is superfluous, so we present a slight modification of 
our algorithm. Let 

f(j ρ + t(j ρ));ρ, t) = F (j ρ ∗ − j

ρ (n)then, by the previous considerations, for sufficiently small t function f(j , t) 
is increasing in t. We now modify our iteration step as follows. If there exists 

∂f t0 ∈ (0, 1) such that (j =ρ, t0) 0 (testing this amounts to solving a low degree ∂t 

ρ (n+1)algebraic equation), then we let j = ρj ', where ρj ' is defined so that for all 
1 ≤ l ≤ L, and for the smallest root t0 of the above equation, 

(ρj (n))l + t0((ρj (n) ∗)l − (ρj (n))l)
(ρj ')l = ;

I(ρj (n))l + t0((ρj (n) ∗)l − (ρj (n))l)I2 

see Figure 2, right; if no such t0 exists, we let 

ρj (n+1) = (ρj (n)) ∗ . 

The convergence now follows from an argument similar to the one in the previous 
case. D 

Note that in the proof of convergence we did not use condition given by equation 
(17). However, this condition is necessary for the values of our algorithm to be 
practically meaningful. Note that by (25) and (26) we have 

∂T(jρ, r)
B(j T(j ,ρ, l, i) = ρ, r)p

∂ρli 
r→li 

i.e., the benefit that a source r can confer to an answer ali is a positive fraction 
of T(j . in total ρ, r)p Thus, each source can confer to all answers on a single list Λl 

ρ,r)at most a benefit of ∂T(p T(ρ, rj )p ≤ T(ρ, rj )p. Thus, trust functions 1≤i≤nl ∂ρli 

satisfying the condition given by equation (17) limit the total benefit a single source 
can distribute to all choices on a single list. 
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5. Experiments 

In this section, we detail the steps taken to evaluate the robustness and effec­
tiveness of our reputation system in the presence of faults and false data injection 
attacks. 

5.1. Experimental Environment. Although there are a number of real world 
datasets for evaluating reputation systems such as MovieLens9 and HetRec 2011 
[14], none of them provides a clear ground truth. Thus, we conduct our experiments 
using both real-world datasets and synthetically generated datasets. 

In order to generate our synthetic datasets, we used the statistical parameters 
of the MovieLens 100k dataset. These parameters are listed in Table 1. In this 
table, a statistical distribution for the number of votes per movie and a statistical 
distribution for the number of votes per user for the dataset were obtained from 
the available data by using MATLAB distribution fitting tools. Our synthetic 
datasets were obtained by using these probability distributions for the number of 
ratings. Moreover, we set both the minimum number of ratings for each user and 
the minimum number of ratings for each movie to 20. The quality of each movie 
has been randomly selected using the uniform distribution in the range [1, 5]. The 
ratings of each user were obtained by adding to the true values a zero mean Gaussian 
noise with different variance value for each user. All ratings are also rounded to 
be discrete values in the range [1, 5]. For each experiment on synthetic datasets, 
we run the algorithms over 100 different synthetically generated datasets, and then 
average the results. All the experiments have been conducted on an HP PC with 
3.30GHz Intel Core i5-2500 processor with 8 GB RAM, running 64-bit Windows 7 
Enterprise. The program code has been written in MATLAB R2012b. 

Table 1. MovieLens 100k dataset statistics. 

Parameter MovieLens 100k 

Ratings 100,000 
Users 943 
Movies 1,682 

Rating range discrete, range [1-5] 
# of votes per movie Beta(α = 0.57, β = 8.41) 
# of votes per user Beta(α = 1.32, β = 19.50) 

In all experiments, we compare our approach against three other IF techniques 
proposed for reputation systems. For all parameters of other algorithms used in 
the experiments, we set the same values as used in the original papers where they 
were introduced. 

The first IF method considered computes the trustworthiness of users based 
on the distance of their ratings to the current state of the estimated reputations 
[7]. Two proposed discriminant functions are used, g(dj) = dj−1 and g(dj) = 1 − 
jkld, see [7]; we call them dKVD-Reciprocal and dKVD-Affine, respectively. We 

recently introduced [15,16] a collusion attack against the dKVD-Reciprocal function 

9In this paper, we used the MovieLens dataset which was supplied by the GroupLens Research 
Project. http://grouplens.org/datasets/movielens/ 

http://grouplens.org/datasets/movielens
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Table 2. Summary of different IF algorithms. 

Name Discriminant Function 

dKVD-Reciprocal w l+1 
i = ( 1 

T xi − rl+1 2 

2
)−1 

dKVD-Affine w l+1 
i = 1 − k 1 

T xi − rl+1 2 

2 

Zhou w l+1 
i = 1 

T 

T 

i=1 

x t 
i −x̄ t 

σxi 

r t−r̄ 
σr 

Laureti w l+1 
i = ( 1 

T xi − rl+1 2 

2
)−

1 
2 

and showed that an attacker can compromise such function using its pole at the 
point d = 0. Thus, we consider the dKVD-Affine function for our comparative 
experiments as such a function is more robust against the attack [15]. 

The second IF method we consider is a correlation based ranking algorithm pro­
posed by Zhou et al. [8]. In this algorithm, trustworthiness of each user is obtained 
based on the correlation coefficient between the users’ ratings and the current es­
timate of the reputation values. In other words, this method gives credit to users 
whose ratings correlate well with the reputation values. The authors employed 
Pearson correlation coefficient [17] between users ratings and the current estimated 
reputation values. We call this method Zhou. 

The third algorithm is the pioneer IF algorithm proposed by Laureti et al. [6] 
and is an IF algorithm based on a weighted averaging technique similar to the 
algorithm proposed in [7]. The only difference between these two algorithms is in 
the discriminant function. The authors in [6] have leveraged discriminant function 

d−βg(dj) = j and β = 0.5. We call this method Laureti. 
Table 2 shows a summary of aggregation and discriminant functions for all of the 

above four different IF methods. We also call our proposed method PrRTV and 
our previous method BasicRTV, briefly presented in Section 2.2. We use the Root 
Mean Square (RMS) error as the accuracy comparison metric in all experiments 
which is defined as follows:  

m 
(rj − r̂j )2 

j=1
(36) RMS Error =

n 

where rj and r̂j denote the true value and the estimated value of the reputation 
for item j, respectively. 

5.2. Parameter Sensitivity Analysis. Beyond investigating the robustness of 
our reputation system, we also measured the sensitivity of its results with respect 
to computation parameters: α, p and b. For the experiments in this section, we 
synthetically generated datasets with parameters similar to the MovieLens dataset. 
To this end, we uniformly randomly selected the users’ standard deviation from the 
range of [0, σmax] with various values for σmax. 

Figure 3(a) shows the accuracy of our algorithm with different values for param­
eters α and p where we set σmax = 4 and b = 0.5. One can see in the figure that 
the highest accuracy levels are obtained when 2 ≤ p ≤ 3 and 2 ≤ α ≤ 3. Note 
that the larger value of α provide higher level of discrimination as well as slower 
convergence in our iterative algorithm. Thus, in our subsequent experiments we 
choose values α = 2 and p = 2. 

The parameter b defines the level of distance among existing options which our 
algorithm uses for propagating the credibility among the options. For example, if 
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there are higher levels of uncertainty in the ratings, we consider a higher value for 
parameter b. Figure 3(b) shows the accuracy of our algorithm with various values 
for parameters b and σmax. As shown in the figure, there is a decreasing trend in 
the accuracy of our approach as the value of b increases. Thus, we choose value 
b = 0.5 for our subsequent experiments. 

1
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(a) σmax = 4 and b = 0.5 (b) α = 2 and p = 2 

Figure 3. Accuracy of PrRTV with respect to various parame­
ters’ values. 

5.3. Robustness Against False Ratings. In order to evaluate robustness of our 
algorithm against false ratings, we conduct experiments based on two types of 
malicious behavior proposed in [7] over the MovieLens dataset: Random Ratings, 
and a Promoting Attack. For the random ratings scenario, we modify the rates 
of 20% of the users within the original MovieLens dataset by injecting uniformly 
random rates in the range [1,5] for those users. 

In slandering and promoting attacks, one or more users falsely produce negative 
and positive ratings, respectively, about one or more items [18]. The attacks can 
be conducted by either an individual or a coalition of attackers. The attacker may 
control many users, referred to as malicious users, and conduct either a slandering 
attack (downgrading the reputation of target items by providing negative ratings) or 
a promoting attack (boosting the reputation of target items by providing positive 
ratings) [19]. We evaluate our reputation system against a promotion attack by 
considering 20% of the users as the malicious users involved in the attack. In 
this attack scenario, malicious users always rate 1 except for their preferred movie, 
which they rate 5. 

Let r and r̃ be the reputation vectors before and after injecting false ratings in 
each scenario (random ratings and promoting attack), respectively. In the proposed 
reputation system, the vectors are the results of Eq. (15). Table 3 reports the 

m
1-norm difference between these two vectors, ||r − r̃|| = |rj − r̃j | for our1 j=1 
algorithm along with other IF algorithms. Clearly, all of the IF algorithms are more 
robust than Average. In addition, the PrRTV algorithm provides higher accuracy 
than other methods for both false rating scenarios. The results can be explained 
by the fact that the proposed algorithm effectively filters out the contribution of 
the malicious users. 
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Moreover, Figure 4(a) and 4(b) show the perturbations of our reputation system 
due to the injection of the random ratings and the promoting attack, respectively. 
As can be seen, the perturbations are slightly changed by using our approach. 

Table 3. 1-norm absolute error between reputations by injecting 
false ratings. 

Ir − r̃I1 

Average dKVD-Affine Laureti BasicRTV PrRTV 
Random Ratings 205.32 152.40 171.55 152.75 151.54 
Promoting Attack 579.65 378.29 377.72 894.25 368.81 
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Figure 4. Perturbations of PrRTV against false ratings. 

5.4. Rating Resolutions and Users Variances. Medo and Wakeling [20] re­
ported that the accuracy of existing IF algorithms is highly sensitive to the rating 
resolution. Thus, we employ their evaluation methodology to investigate the accu­
racy of PrRTV over the low resolution ratings and different variance scales. For the 
experiments in this section, we create synthetic datasets in which their number of 
users/items and their distribution of ratings are similar to the MovieLens dataset 
(see Table 1). The ratings scale is in the range [1, R], where R is an integer number 
and R ≥ 2. Also, the standard deviation σi for user i is randomly selected with a 
uniform distribution U[0; σmax], where σmax is a real value in the range [0, R − 1]. 
We also evaluate a normalized RMS error, RMS/(R − 1) (see Eq. (36) for RMS 
Error) for each experiment. In this section, we investigate the accuracy of our 
reputation system against various values for both rating resolution R and variance 
scale σmax. 

For the first experiment, we set R = 5 and vary the value of σmax in the 
range [1, 4]. By choosing such a range at the worst case, a highest noisy user 
with σi = σmax = 4 could potentially report a very low reputation for an item 
with a real reputation of 5, and vice versa. Figure 5(a) shows the accuracy of 
the PrRTV algorithm along with the accuracy of the other IF algorithms for this 
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Figure 5. Accuracy with different variances and resolutions. 

experiment. We observe that PrRTV is the least sensitive to the increasing error 
level, maintaining the lowest normalized RMS error. 

In order to investigate the effect of changing resolution of ratings, we set σmax = 
R − 1 and vary the value of R in the range [5, 10]. Figure 5(b) shows the accuracy 
of the algorithms for this experiment. As we can see, although the accuracy of 
the PrRTV algorithm is higher than the accuracy of other IF algorithms, the 
algorithm is more sensitive to high resolution values. In other words, the accuracy 
of our reputation system significantly drops as the ratings resolution increases. The 
reason of this behavior is that Eq. (15) for computing the final rating scores gives 
more credibility to the options with higher numerical values, particularly when 
there is a large distance between lowest and highest options in the ratings scales. 
We plan to investigate other possible functions for computing the final ratings which 
provide more robustness for higher resolution rating systems. 

5.5. Accuracy Over HetRec 2011 MovieLens Dataset. In this section, we 
evaluate the performance of our reputation system based on the accuracy of the 
ranked movies in the HetRec 2011 MovieLens dataset [14]. This dataset is an 
extension of MovieLens 10M dataset, published by GroupLeans research group. It 
links the movies of MovieLens dataset with their corresponding web pages at the 
Internet Movie Database (IMDb)10 and Rotten Tomatoes movie critics systems11 . 
Thus, we use the top critics ratings from Rotten Tomatoes as the domain experts 
for evaluating the accuracy of our approach. 

There are 10,109 movies in the HetRec 2011 MovieLens dataset rated by users. 
The dataset also includes the average ratings of the top and all critics of Rotten 
Tomatoes for 4645 and 8404 movies, respectively. We consider such average ratings 
as two ground truth data to evaluate the accuracy of our approach and we call 
them RTTopCritics and RTAllCritics, respectively. In order to clearly compare the 
results of our reputation system with those provided by RTTopCritics and RTAll-
Critics, we first classify the movies by randomly assigning every 100 movies in a 
class. We then compute two average values for each class: the average of reputation 
values given by our algorithm and the average of rating given by RTTopCritics and 
RTAllCritics. Now, we use such average values to compare the reputations given 
by our algorithm with the ratings of RTTopCritics and RTAllCritics. Note that 

10http://www.imdb.com/
 
11http://www.rottentomatoes.com/critics/
 

http:10http://www.imdb.com


23 

this method is employed only for clarifying this comparison over such large number 
of movies. 

Figure 6(a) and 6(b) report the comparison between the results of our algorithm 
with the ratings provided by RTTopCritics and RTAllCritics, respectively. Clearly, 
the results confirm that the reputation values given by our algorithm is very close 
to the experts opinions given by RTCritics. Moreover, the comparison of the re­
sults of PrRTV with the results of BasicRTV shows that the PrRTV algorithm 
provide a better accuracy than the BasicRTV algorithm as its aggregate ratings 
are closer to the ratings provided by Rotten Tomatoes critics. As one can see, our 
algorithm ranks the movies slightly higher than RTCritics ratings for all classes. 
This can be explained by the fact that the ratings of our algorithm are based on 
the scores provided by public users through the MovieLens web site; however, both 
RTTopCritics and RTAllCritics ratings are provided by Rotten Tomatoes critics 
who tend to rank the movies more critically. These results confirm the acceptable 
accuracy of the proposed reputation system over this real-world dataset. 
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Figure 6. Average reputations for movies computed by our algo­
rithms and Rotten Tomatoes movie critics. 

5.6. Accuracy Over Student Feedback Dataset. While student evaluations 
and feedback have significant roles to improve the quality of an education system, 
they have been criticized for being biased by students’ perceptions [21]. Moreover, 
students are usually asked to rate the courses with respect to multiple categories. 
Thus, obtaining an overall teaching effectiveness needs to take into account an 
aggregation of all existing rating dimensions. 

In this section, we evaluate the effectiveness of our reputation system using two 
privately accessed student feedback datasets: 1) the first is provided by the Learning 
and Teaching Unit at UNSW, we call it CATEI ; and 2) the second is provided by 
the School of Computer Science and Engineering at UNSW, we call it CESCSE. 

The CATEI dataset consists of 17,854 ratings provided by 3,910 students (221 
staff and 3,690 non-staff) for 20 movies in an online course presented in UNSW. 
In the CATEI dataset, students were asked to rate the movies in the range [1 − 5] 
and with respect to three different categories: Useful, UnderstandContent, Fur­
therExplore. Moreover, the dataset includes the starting and ending times of the 
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watching of the movie for each rating which allow us to compute the watching du­
ration for each rating. We also set the duration sensitivity, β = 0.2 for computing 
the watching time weight of each rating. As we mentioned in Section 3.2, the rating 
provenance is obtained as the product of staff weight and watching weight for each 
rating. 

In the first part of the experiments over the CATEI dataset, we apply the IF 
algorithms over each rating category separately and then investigate the correlation 
between the obtained users’ weights. We expected to observe high correlation 
among the weights on different categories. We first obtained all the users’ weights, 
then sorted them in an increasing order based on the Useful category. Figure 7 
compares the users’ weights among three categories obtained by each IF algorithm. 
Moreover, Table 4 reports the Pearson correlation coefficient [17] among such weight 
values. One can see in the results that our reputation system provides the highest 
correlation among the weights for various categories. Those results validate the 
effectiveness of our approach over the CATEI dataset. 
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Figure 7. Users’ weights obtained by the IF algorithms over three 
categories. 

In Section 3.4, we proposed the idea of aggregation of users’ weights obtained for 
each category to obtain the final reputation values over multi-dimensional rating 
datasets. A traditional approach is to separately apply the reputation system over 
each dimension. In order to investigate the effectiveness of the proposed approach, 
we evaluated the correlation among the reputation values for various categories 
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Table 4. Correlation among users’ weights obtained by the IF al­
gorithms over three categories (U : Useful, UC :UnderstandContent, 
FE :FurtherExplore). 

dKVD-Affine Laureti Zhou PrRTV 
U and UC 0.52 0.42 0.58 0.96
 
U and FE 0.61 0.40 0.61 0.97
 
UC and FE 0.45 0.50 0.63 0.97
 

over the CATEI dataset for these two methods. To this end, we first applied the IF 
algorithms over each category and computed the correlation among the obtained 
reputation vectors for each category. After that, we applied the proposed method 
in Section 3.4, and computed the correlation among the new reputation vectors. 
Table 5 reports the percentage of such correlation increase among categories by 
applying our multi-dimensional reputation method. One can see that our approach 
improved the average correlation value for all four algorithms. The results also show 
a significant improvement in the Zhou algorithm. This can be explained by some 
negative correlations obtained by the algorithm using the traditional reputation 
computation method. 

Table 5. Percentage of correlation increase among reputations 
by aggregating the weights obtained through each category (U : 
Useful, UC :UnderstandContent, FE :FurtherExplore). 

dKVD-Affine Laureti Zhou PrRTV 
U and UC 0.70 2.79 2.80 13.90 
U and FE 0.03 8.54 72.12 -0.65 
UC and FE -0.26 0.12 0.09 -0.73 
Average 0.16 3.81 25.00 4.17 

The CESCSE dataset consists of 29,812 ratings provided by 5,895 students for 
137 courses. The dataset contains anonymized data from the Course Experience 
Survey performed in 2001-2006 for the courses presented at the School of Computer 
Science and Engineering, UNSW Sydney, Australia. In the CESCSE dataset, stu­
dents were asked to rate the courses in the range [1-5] with respect to 12 questions. 
The last question in this survey is about the overall satisfaction of the students in 
the course which is considered as the base question (category) for this experiment 
as it was suggested by experts who provided the dataset. Moreover, the dataset 
includes the student mark in the course. In the UNSW grading system, there are 
several grades including: High Distinction (HD), Distinction (DN), Credit (CR), 
Pass (PS), and Fail (FL). In this experiment, we utilize the students marks as the 
only contextual attribute to create the rating provenance. To this end, we give 
a slightly higher provenance weight to the ratings by students with higher marks. 
Thus, we set the values of rating provenance weights as follows: wp = 0.98 for users 
with an HD mark, ws = 0.95 for a DN mark, ws = 0.92 for a CR mark, ws = 0.90 
for a PS mark, and ws = 0.85 for a FL mark. 

In this experiment, we investigate the correlation of users’ weights obtained by 
each IF algorithm over the various questions (rating categories) in the CESCSE 
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dataset. To this end, we first apply the IF algorithms over each rating category 
and then sort the obtained users’ weights in an increasing order based on the last 
category. Figure 8 compares the scatter plots of users’ weights obtained by each 
IF algorithm for three categories. One can see from the results that our reputation 
system provides the highest correlation among the weights for various categories. 
This can validate the effectiveness of our approach over the CESCSE dataset. 
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Figure 8. Users’ weights obtained by the IF algorithms over dif­
ferent questions in the CESCSE dataset. Blue marker: last ques­
tion; Red marker: first question; Orange marker: second question. 

5.7. Analysis of Sparsity Pattern. The datasets provided by rating systems 
are usually very sparse. For example, one can see in Table 1 that the MovieLens 
dataset provides an average around 6% rating density (proportion of number of 
ratings for each user). In this section, we evaluate the performance of our approach 
along with other IF algorithms over sparse rating datasets. To this end, we define 
a density factor 0 < η ≤ 1, which is the proportion of number of ratings for each 
user. Clearly, a value of η = 1 indicates no sparsity pattern. 

To conduct such experiments, we synthetically generated datasets with various 
values for the density factor, η, in the range [0.1, 0.5]. Accordingly, we first gen­
erated a dense rating dataset as the base dataset. Then, we uniformly randomly 
removed m × (1− η) ratings for each user to inject the appropriate sparsity pattern. 

Let r and ˜ ppp ppppppp r be the reputation vectors before and after injecting the sparsity pat­pjr − jr̃pterns. Table 6 shows the 1-norm difference between these two vectors, = 
m |rt − r̃t| for the PrRTV algorithm along with other IF algorithms. One can t=1 

1 
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see from the table that our algorithm is more robust against sparse ratings. More­
over, the experiment results show that increasing the density factor improves the 
accuracy of all the IF algorithms. This can be explained by the fact that all these 
algorithms use a kind of collaborative technique among users to estimate the repu­
tation values as well as users trustworthiness; and the density of the ratings has a 
significant effect in the performance of every collaborative method [22]. 

Table 6. 1-norm absolute error between reputation vectors with 
various density factors in the ratings matrix. 

jr − j̃r 
1 

Average dKVD-Affine Laureti Zhou BasicRTV PrRTV 

η = 0.1 169.57 149.23 143.27 130.24 160.71 123.73 

η = 0.2 113.42 98.28 95.02 86.65 106.00 80.10 

η = 0.3 86.06 73.51 71.95 65.73 80.45 60.76 

η = 0.4 68.87 57.82 57.38 52.47 64.02 48.25 

η = 0.5 56.47 46.94 47.04 42.96 52.50 39.42 

5.8. Analysis of Error and Convergence. In this section, we conduct a set of 
experiments to analyze behaviors of our iterative algorithm in terms of error and 
convergence. Thus, we investigate two types of errors for both users trustworthiness 
and credibility values computed in each iteration of the proposed algorithm over 
the MovieLens dataset. For each of the trustworthiness and credibility values, we 
define the maximum error by choosing the worst-case error for all users and items, 
respectively. Therefore, the maximum errors at iteration l is computed as follows: 

(l) (∞) (l)
error = max 

pppρ − ρρ li lili 

(l) (l)(∞) − Trerror = max 
pppTr 

ppppppT r 

We also define the mean error of credibility and trustworthiness values as follows: 

(l) 1 
m nl 

(∞) (l)
error = 

pppρ − ρ
pppρ li lim × nl 

l=1 i=1 
n

1(l) (∞) (l)error = 
pppTr − Tr 

pppT n 
r=1 

The results reported in Figure 9 show that the aforementioned errors decline for 
both credibility and trustworthiness values. For all experiments, we set convergence 

ρ(l+1) − ρj(l)threshold with an error j less than 10−12 . The results show that the
2 

error decreases exponentially in the PrRTV algorithm. 

6. Related Work 

According to to previous work, as users of online retail stores rely more an more 
on rating systems to decide which product to purchase, more and more efforts 
devoted to manipulating reputation scores provided by the system in order to gain 
unfair advantage over competitors [2]. To solve this problem, Mukherjee et al., [5] 



28 MOHSEN REZVANI, ALEKSANDAR IGNJATOVIC, AND ELISA BERTINO 

0 5 10 15 20
10

−15

10
−10

10
−5

10
0

Iteration

E
r
r
o
r

 

 

Maximum Error

Mean Error

0 5 10 15 20
10

−15

10
−10

10
−5

10
0

Iteration

E
r
r
o
r

 

 

Maximum Error

Mean Error

(a) Credibility (b) Trustworthiness 

Figure 9. Convergence and error of credibility and trust scores 
over the MovieLens dataset. 

proposed a model for spotting fake review groups in online rating systems. Their 
model analyzes feedback cast on products in Amazon online market to find collusion 
groups. 

In a more general setup, collusion detection has been investigated in P2P and 
reputation management systems; we refer the readers to surveys [23, 24]. Eigen-
Trust [25] is a well known algorithm proposed to produce collusion free reputation 
scores; however, Lian et al. [26] have shown that it is not robust against collu­
sion. Other approaches have been proposed [27,28,29] that use a set of signals and 
alarms to detect suspicious behavior. The most well-known ranking algorithm e.g. 
the PageRank algorithm [30], was also designed to prevent collusive groups from 
obtaining undeserved ranks for webpages. 

Several IF algorithms have been proposed for reputation systems [6, 7, 8, 31, 32]. 
While such IF algorithms provide adequate performance for filtering faults and 
simple cheating attacks, we recently showed that they are all vulnerable against 
sophisticated attacks [15, 16]. Medo and Wakeling [20] investigated the sensitivity 
of the IF algorithms to rating resolution as well as discrete/continuous ratings. 
Galletti et al. [33] proposed a mathematical framework for modelling convergence 
of the IF algorithms. In this paper, we compared the robustness of our approach 
with some of the existing IF methods. 

The method we propose in this paper is different from the existing related meth­
ods, and in particular from its ancestor RTV in three aspects. First, the distance 
between the rating options is taken into account in our method. Second, reputation 
scores are in fact multi dimensional, and finally, the provenance of rating scores is 
taken into account. 

7. Conclusions 

In this paper, we proposed a novel reputation system which utilizes several 
novel parameters to compute a more dependable and realistic reputation and rat­
ing scores. Taking distance between the quality levels into account, considering 
the provenance of cast rating scores and computing multi-dimensional reputation 
scores are three main novelties of our proposed reputation calculation algorithm. 
Moreover, we provided a mathematical framework for proving the convergence of 
iterative filtering algorithms which yields a proof of convergence of our algorithm. 
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The experiments conducted on both synthetic and three real-world datasets show 
the superiority of our model over three well-known iterative filtering algorithms. 
Since the proposed framework has shown considerable promise, we plan to extend 
the algorithm to distributed and privacy-preserving reputation system. 
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