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Ensemble classification methods have been shown to pro­
duce more accurate predictions than the base component 
models (Bauer and Kohavi 1999). Due to their effectiveness, 
ensemble approaches have been applied in a wide range of 
domains to improve classification. The expected prediction 
error of classification models can be decomposed into bias 
and variance (Friedman 1997). Ensemble methods that inde­

pendently construct component models (e.g., bagging) can 
improve performance by reducing the error due to variance, 
while methods that dependently construct component mod­
els (e.g., boosting) can improve performance by reducing the 
error due to bias and variance. 

Although ensemble methods were initially developed 
for classification of independent and identically distributed 
(i.i.d.) data, they can be directly applied for relational data 
by using a relational classifier as the base component model. 
This straightforward approach can improve classification for 
network data, but suffers from a number of limitations. First, 
relational data characteristics will only be exploited by the 
base relational classifier, and not by the ensemble algorithm 
itself. We note that explicitly accounting for the structured 
nature of relational data by the ensemble mechanism can sig­
nificantly improve ensemble classification. Second, ensem­
ble learning methods that assume i.i.d. data can fail to pre­
serve the relational structure of non-i.i.d. data, which will (1) 
prevent the relational base classifiers from exploiting these 
structures, and (2) fail to accurately capture properties of 
the dataset, which can lead to inaccurate models and clas­
sifications. Third, ensemble mechanisms that assume i.i.d. 
data are limited to reducing errors associated with i.i.d. mod­
els and fail to reduce additional sources of error associated 
with more powerful (e.g., collective classification (Sen et 
al. 2008)) models. Our key observation is that collective 
classification methods have error due to variance in infer­
ence (Neville and Jensen 2008). This has been overlooked 
by current ensemble methods that assume exact inference 
methods and only focus on the typical goal of reducing er­
rors due to learning, even if the methods explicitly consider 
relational data (Preisach and Schmidt-Thieme 2006). 

Here we study the problem of ensemble classification for 
relational domains by focusing on the reduction of error due 
to variance. We propose a relational ensemble framework 

that explicitly accounts for the structured nature of rela­
tional data during both learning and inference. Our proposed 
framework consists of two components. (1) A method for 
learning accurate ensembles from relational data, focusing 
on the reduction of error due to variance in learning, while 
preserving the relational characteristics in the data. (2) A 
method for applying ensembles in collective classification 
contexts, focusing on further reduction of the error due to 
variance in inference, which has not been considered in state 
of the art ensemble methods. 

Our first contribution is a relational resampling method 
that can be used to construct ensembles from relational 
data to significantly improve classification accuracy of bag­

ging (Breiman 1996) in relational domains (Eldardiry and 
Neville 2008). Our key insight is that independent sampling 
with replacement (typically used by bagging) can underesti­
mate variance when applied to relational datasets. This can 
be explained as follows. In a relational dataset, dependencies 
among interrelated objects form clusters of objects with cor­
related attributes, which reduces the number of independent 
instances (e.g., from the number of objects towards the num­
ber of clusters). This reduces the effective sample size and 
leads to increased variance (Jensen and Neville 2002). In­

dependent sampling from relational data then overestimates 
the sample size and thus underestimates the variance. When 
the bootstrap samples, and consequently the models learned 
on them, do not accurately capture the variance in the data, 
bagging fails to fully reduce error due to variance. Addition­
ally, independent sampling from a relational dataset does not 
preserve the relational structure, since a node will not nec­
essarily have all of its neighbors selected for the sample. 
This limits fully exploiting relational dependencies to im­
prove classification. Empirical results show that bagging us­
ing our proposed relational resampling method significantly 
outperforms two baselines including bagging using i.i.d. re-
sampling, on both synthetic and real-world datasets. In ad­
dition, bagging using our resampling mechanism can better 
exploit increased autocorrelation in the data due to preserv­
ing the relational structure during sampling. Furthermore, 
we explicitly show that our proposed resampling method can 
estimate the variance of a statistic in relational data more ac­
curately than i.i.d. resampling. 
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observation that collective classification models in statisti­
cal relational learning suffer from two sources of variance 
error (Neville and Jensen 2008). Collective classification 
methods (Sen et al. 2008) learn a model of the dependencies 
in a relational graph (e.g., social network) and then apply the 
learned model to collectively (i.e., jointly) infer the unknown 
class labels in the graph. The first source of error for these 
models is the typical variance due to learning—as variation 
in the data used for estimation causes variation in the learned 
models. The second source of error is due to variance in 
inference—since predictions are propagated throughout the 
network during inference, variation due to approximate in­
ference and variation in the test data can both increase pre­
diction variance and thus increase error. We develop a rela­
tional ensemble framework that uses a novel form of across-

model collective inference for collective classification (El­
dardiry and Neville 2011). Since collective inference models 
exploit the structure in relational data by propagating infer­
ences across links–when a network consists of multiple rela­
tionship graphs, an ensemble of collective inference models 
can be learned from the available link structures. We explore 
this idea on network datasets with multiple link graphs, by 
learning a separate model from each link graph and apply­
ing them for inference using a novel across-model collective 
inference method. Our method propagates inference infor­
mation across simultaneous collective inference processes 
running on the base models of the ensemble to reduce infer­

ence variance. Then the algorithm combines the final model 
predictions to reduce learning variance. This is the first en­
semble technique that aims to reduce error due to inference 
variance. Empirical results show that our ensemble inference 
method significantly outperforms all baselines under a vari­
ety of conditions, using synthetic and real-world datasets. 
We explicitly show that the increased accuracy is due to 
the inference variance reduction achieved by our proposed 
method. We also show that our algorithm best exploits auto-
correlation, linkage, and additional base models. Addition­
ally, our method is the most robust to missing labels due to 
its ability to best exploit the available label information. 

In future work, we plan to develop a unified ensemble 
classification framework for relational domains which com­
bines the two proposed methods to reduce errors due to vari­
ance in both learning and inference. This can be achieved 
by using the proposed relational resampling method to con­
struct the ensembles, and the proposed across-model col­
lective inference method for ensemble inference. Using re­
lational resampling instead of separate link structures for 
learning will make our proposed framework applicable in 
single-source network settings besides multiple-source ones. 
In addition, we will conduct a bias/variance analysis of the 
proposed ensemble framework, with the goal of theoreti­
cally confirming the following conjectures, which are sup­
ported by initial empirical evidence: (1) bagging using re­
lational resampling significantly outperforms bagging using 
i.i.d. resampling due to more accurate capturing, and there­
fore reduction, of learning variance, and (2) across-model 
collective ensemble classification significantly outperforms 
the baseline relational ensemble approach due to reduction 
of variance in both learning and inference. Finally, we plan 

to define and prove theoretical properties of relational en­
semble classification. 

There are several lines of works related to our proposed
research. Previous work on sampling from structured data
has investigated graph-based reuse sampling techniques for
lattice graphs, which use small, overlapping subgraphs as
pseudosamples (Hall and Jing 1996). This work is related
to our work on resampling. However, this work was devel­
oped for spatial and temporal datasets, where the link struc­
ture is generally homogeneous, and will not work for re­
lational data since it will be difficult to determine the ef­
fective sample size of a relational dataset analytically due
to the heterogeneous link structure. Related to our ensem­
ble algorithm, Preisach and Schmidt-Thieme (2006) learn
a separate logistic regression classifier from each relational
source then combine the classifiers using voting and stack­
ing. This is similar to our method since it uses an ensem­
ble approach to combine models learned from different link
types. However, their method was not designed for collec­
tive classification models, thus the approach is intended to
reduce learning error, not inference error. We compare to a
baseline method that uses this straightforward relational en­
semble approach and our method does significantly better
since it reduces both types of error as opposed to just learn­
ing error. The work of Gao et al. (2009) presents a method
to maximize consensus among the decisions of multiple su­
pervised and unsupervised models. This method is similar
to our approach since it combines predictions from multi­
ple models and uses label propagation for prediction. How­
ever, we note that the label propagation mechanism used is
designed to maximize consensus among the model outputs
after inference, rather than during a collective inference pro­
cess over a relational network. In addition, the method is 
designed primarily for i.i.d. learners where again, there will
be no inference error. 
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