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ABSTRACT

Chin, Jren-Chit. Ph.D., Purdue University, August, 2010. Efficient and Robust So-
lutions for Sensor Network Detection and Localization. Major Professor: David K.
Y. Yau.

The ability to quickly detect and locate stealthy radiological dispersal devices

(RDDs) allows authorities to disarm and remove the RDDs before they can be deto-

nated. Traditionally, the detection of RDDs was accomplished by using expensive and

cumbersome radiation sensors strategically located in the surveillance area. However,

with recent advancements in wireless technologies and sensing hardware, deploying

a large scale sensor network with small sensors is now becoming a reality. In this

dissertation, we study methods to detect and locate radiation sources quickly and

accurately using a network of sensors.

Localization of a single radiation source can be achieved by using three sensors

in a noise- and error-free environment. When both noise and errors are considered,

we present a closed-form solution that outperforms existing algorithms. When more

than three sensors are available, we present an efficient algorithm to exploit the ad-

ditional sensor data, in order to further improve the robustness and accuracy of the

localization.

To localize multiple sources in a sensor network, we propose a hybrid formulation

of a particle filter with a mean-shift technique, in order to achieve several important

features which address major challenges faced by existing multiple source localization

algorithms. First, our algorithm is able to maintain a constant number of estimation

(source) parameters even as the number of radiation sources K increases. Second,

our algorithm “learns” the number of sources from the estimated source parameters

instead of relying on expensive statistical estimations. Third, the presence of obstacles
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may improve the localization accuracy of our algorithm. Unfortunately, the presence

of obstacles significantly degrades the accuracy of existing algorithms.

When no radiation source is present, the localization algorithms produce false

positives as the algorithms assume that a radiation source is present. We propose

the Localization Enhanced Detection (LED) method, that decides whether a source

with the estimated parameters is present or absent, using a close-to-minimal number

of measurements, while maintaining the false positive and false negative rates below

a specified level. We evaluate the LED method using simulation and testbed exper-

iments, and compare the effectiveness of the LED method with existing detection

methods.

We build a cross-platform, cross-language, and versatile software framework that

provides an abstraction for interfacing with sensors and supports building applica-

tions on radiation source localization. The software framework implements various

localization algorithms that are ready to be deployed in an actual system. The com-

ponents in the software framework are loosely coupled and are general enough to

support application domains beyond radiation source localization. We demonstrate

the versatility of the software framework in building the Rapid Structural Assessment

Network.
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1 INTRODUCTION

Urbanization is a powerful trend. In the United States, more than 80% of the popu-

lation will live in a city by 2025. The higher concentration of people increases their

susceptibility to stealthy attacks. In launching a stealthy attack, one of the possibil-

ities is to use a home-made explosive device containing radioactive materials. Such

a device is referred to as a radiological dispersal device (RDD), and is often called

a “dirty bomb.” Although such a device is nothing like a nuclear explosive device,

a RDD is more likely to be used in an attack because it requires limited technical

knowledge to build and deploy, compared with a nuclear explosive device. In addi-

tion, one does not need weapons grade uranium or plutonium, which is difficult to

obtain, to build an RDD. All radioactive materials, such as those used in medicine

and industry, can be used to build a RDD.

When a RDD is detonated, the primary explosion might be small and dismissed

as insignificant. However, harmful radioactive substances unleashed in such an at-

tack could cause widespread health and environmental damage, since such substances

would be extremely hard to clean up and would cause adverse effects from long term

exposure. Moreover, attacks with radioactive material would cause psychological fear

and economic disruption. Therefore, the ability to quickly detect and localize illicit

radiation sources is crucial. Such swift action enables authorities to find and remove

RDDs during transport or storage. Moreover, attackers may launch a coordinated

assault involving multiple RDDs brought into an area and installed at different places.

In such a scenario, we would need a system that can determine the number of devices,

as well as the strength and location of each device. The majority of current localiza-

tion systems are designed for a single source, and are not effective against multiple

sources in a coordinated attack [1].
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Radioactive materials, such as those found in RDDs, emit three types of ionizing

radiation—alpha, beta, and gamma radiations. Alpha radiation is basically a Helium

nucleus consisting of two protons and two neutrons. Due to its larger size and heavier

weight, compared with beta and gamma radiations, alpha radiation can only travel a

limited distance, around 10 cm, through the air, and can be shielded with a thin sheet

of paper. Hence, alpha radiation is considered the least hazardous of the three types.

Beta radiation is basically the ejection of high speed electrons from a nucleus. Due to

its smaller size, beta radiation can travel through the air about 4 meters and requires

a denser material, such as aluminum, for shielding. Gamma radiation, in contrast,

is high energy electromagnetic radiation that can travel several kilometers through

the air. Gamma radiation is similar to X-ray radiation commonly used in medical

imaging, but with much higher energy and penetration power. Due to its high energy

and penetrating properties, gamma rays are considered the most hazardous of the

three types of radiation. When penetrating through live tissue, gamma radiation can

affect DNA and cause cancer. Thus, exposure to gamma radiation is considered a

serious health hazard [2].

These three types of ionizing radiation are invisible to the human eye. They

can only be detected with sensors such as a Geiger-Müller counter or a sodium iodide

scintillation counter. Currently, radiation sensors are deployed at United States ports

and borders [3] as well as in urban centers such as Washington, D.C. [4]. These

radiation sensors can detect the presence of radiation sources and alert authorities

when traces of radiation sources are found. Nonetheless, these radiation sensors

cannot indicate the location of a radiation source. Due to the high cost and large

footprint of these sensor devices, they are deployed only at the most sensitive sites in

the country. As sensor technologies mature, it is now possible to produce sensors at

a lower unit cost with smaller form factors. Such sensors could then be embedded in

mobile devices [5–7] such as cellular phones and law-enforcement vehicles [8,9]. At the

same time, ubiquitous wireless connectivity, such as mobile broadband connection and

vehicular network [10], allows sensors to disseminate real-time data to a control center.
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At the control center, sensor measurements are fused to produce valuable information

about important events occurring in the environment, in addition to basic intensity

measurements. These technological advancements enable the authorities to deploy

a large scale sensor network that monitors the physical environment for sources of

radiation. Should such radiation sources be detected, data from the networked sensors

could be used to derive the location of the sources.

1.1 Thesis

The thesis of this dissertation can be stated as follows:

As wireless networks become a commodity and inexpensive radiation sensors be-

come available for general use, building a large scale radiation sensor network is be-

coming a reality. With large numbers of sensor measurements arriving at the control

center in real-time, efficient algorithms that detect the presence, and estimate the lo-

cation and strength, of radiation sources are critical for incidence response and can be

implemented on commodity computing hardware. Moreover, exploiting the understood

properties of sensor data in the application domain can lead to creating localization

algorithms that are accurate, robust, efficient, and sustain real-time performance.

This thesis is supported by the following areas of research. First, the sensor data,

which measures the strength of radiation sources, is shown to follow the Poisson

random process and the inverse square decay. By exploiting the inverse square fading

of intensity, and incorporating the statistical properties of the Poisson process into

the algorithm design, the performance of the algorithm can be improved.

Second, localization algorithms require measurements from multiple sensors. Large

network transmission latency in a wireless sensor network often leads to longer lengths

of time waiting for sensor measurements. This delay prevents the localization algo-

rithms from updating the location and strength estimates more frequently. In addi-

tion, the waiting time can be infinite if any of the sensors malfunction. However, by

not requiring that all measurements be received before running the localization algo-
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rithm, the waiting time is eliminated. This improves the robustness of the algorithm

by mitigating common problems in wireless sensor networks and allows the algorithm

to achieve real-time performance.

Third, sensor measurements include noise from background radiation that may

lead to excessive false positives in the localization algorithm. However, typical ap-

proaches where insignificant measurements are discarded may lead to false negatives.

By formulating a detection algorithm, utilizing the network of sensors and a local-

ization algorithm, the detection time of a radiation source can be reduced while

maintaining the specified false positive and false negative rates.

1.2 Contributions

The main contributions of this dissertation are as follows:

• We elucidate the sources of errors in an actual sensor network, due to (1) back-

ground radiation and its inaccurate characterization; (2) variable efficiencies of

different sensors and their incomplete determination; (3) the probabilistic na-

ture of the underlying physical phenomenon causing statistical errors when the

measurement time is limited, as required by the near real-time requirement; and

(4) practical limitations of sensor designs and implementations.

• We present the Ratio of Square-Distance (RoSD) algorithm to localize a radi-

ation source using three sensors. We show that the RoSD algorithm is more

accurate and significantly faster than the existing log-space DTOA algorithm

(LgDTOA) [11,12].

• We present the Iterative Pruning (ITP) algorithm to localize a radiation source

with N > 3 sensors and show that the accuracy of the localization improves

with the increase in number of sensors. We compare the performance of ITP

with existing single source localization algorithms. We show that the ITP algo-

rithm improves upon the Mean-of-Estimator (MoE) algorithm [13] by explicitly
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addressing the existence of phantom estimates and by preferring higher-SNR

estimates in the fusion process. In addition, we show that the localization accu-

racy of the ITP algorithm is comparable to the Maximum Likelihood Estimation

(MLE) algorithm [14]. However, the ITP algorithm generally runs faster be-

cause it does not require an expensive multidimensional optimization step over

a large parameter space.

• We present a novel localization approach for multiple radiation sources in com-

plex environments that (i) is efficient in handling multiple radiation sources;

(ii) does not require the number of sources to be known in advance, or require

expensive statistical estimations of the number of sources; (iii) does not require

detailed specifications of obstacles in the environments. This localization al-

gorithm incorporates the use of a hybrid, consisting of a particle filter and a

mean-shift technique, with the concept of fusion range to selectively update the

particles and thus limit the interference between close-by radiation sources. This

allows our algorithm to handle multiple sources without explicitly modeling all

radiation sources and obstacles. Subsequently, the algorithm has efficiency that

scales to a large number of radiation sources. We provide quantitative results

to show that the proposed algorithm can accurately localize radiation sources

and achieve low false positive and false negative rates.

• We present the Localization Enhanced Detection (LED) method, which sub-

sumes the detection and localization steps. Instead of a traditional approach,

where a radiation source must first be detected before estimates of the location

and strength of the detected source can be calculated, we show that the detec-

tion and localization steps can reinforce each other in the LED method [15–17].

The LED method uses a minimal number of measurements to detect the pres-

ence or absence of a radiation source, while ensuring the false positive and false

negative rates to user specified values.
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• For an extremely low level 0.911 µCi radiation source, we present actual testbed

results in the performance evaluation. In addition, we present simulation results

using a validated simulation model such that we can systematically explore the

parameter space (e.g., vary the source strength), which is impossible in the

actual testbed. We present a larger scale simulation based on the validated

simulation model for stronger radiation sources, comparable to the intensity of

a RDD. We show that a RDD can be localized in near real-time with good

accuracy in practice.

• We have developed a versatile software framework to support simulation and

testbed experiments on radiation source detection and localization. The soft-

ware framework has been designed in such a way that the components are ready

to deploy on actual system implementation. We have demonstrated the versatil-

ity of the software framework by presenting a further application for structural

health monitoring—the Rapid Structural Assessment Network—using the soft-

ware framework.

1.3 Organization

This dissertation is organized as follows. In Chapter 2, we describe the gamma

radiation propagation and sensing model, and discuss the sources of noise and errors

in sensing. In Chapter 3, we describe the Ratio of Square-Distance (RoSD) and It-

erative Pruning (ITP) localization methods for localizing a single radiation source in

a network of three and N sensors, respectively. In Chapter 4, we propose a hybrid

formulation of a particle filter with a mean-shift technique for localizing multiple ra-

diation sources. Chapter 5 presents the evaluation results of the proposed localization

algorithms in both simulation and testbed experiments. In Chapter 6, we propose the

Localization Enhanced Detection (LED) method to determine if a localized radiation

source is actually present. In Chapter 7, we present a versatile software framework
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that is used to support all the simulation and testbed experiments. Chapter 8 de-

scribes related work in the area of detection and localization. Chapter 9 summarizes.
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2 SYSTEM MODELS

We consider the localization of K point radiation sources of unknown strengths using

a network of radiation sensors in a two-dimensional surveillance area. In this section,

we describe the propagation model of gamma ray point radiation sources in Section 2.1

and the sensing model in Section 2.2. Section 2.3 discusses the sources of noise and

error in sensor measurements, and Section 2.4 describes a calibration procedure that

profiles the sensor parameters for use in the sensing model.

2.1 Gamma Radiation Propagation Model

Let A = {A1, . . . ,AK} denote the set of radiation sources. Each radiation source

is parameterized by a three-value vector Aj =
⟨
Ax

j , A
y
j , A

str
j

⟩
, for 1 ≤ j ≤ K. The po-

sition of the source is given by its xy coordinates in centimeters (cm) and the strength

of the source is a positive real number in micro-Curies (µCi). For convenience, we

define Apos
j =

(
Ax

j , A
y
j

)
. In a free-space surveillance area, the strength of A measured

at location x is

IFS (x,A) = Astr
(
1 + |x− Apos|2

)−1
. (2.1)

The surveillance area may contain a number of obstacles that shield the radiation

rays. The obstacles can be made of any type of material, be of any shape, and may

be located anywhere in the surveillance area, unknown to the system. The material

of the obstacle determines its effectiveness in absorbing radiation. Materials of higher

atomic numbers and higher densities are more effective in absorbing gamma radiation.

In addition, the amount of gamma radiation absorbed in the shielding material is

proportional to the thickness of the material. For instance, lead that is 1 cm thick

can block the same amount of radiation1 as concrete that is 6 cm thick [18]. For

1Gamma radiation with energy 1 MeV.
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simplicity, and without loss of generality, we assume that each obstacle is composed

of homogeneous material. Given that the radiation source is on one side of the

obstacle, the intensity of the source on the other side of the obstacle is modeled by

IS (l,A) = Astre−µl, (2.2)

where l denotes the thickness of the obstacle and µ denotes the attenuation coefficient

for the material of the obstacle. The values of µ for different materials are published

in [18].

In a realistic setup, gamma rays traverse through both free space and obstacles.

The total attenuation of the traversal is a combination of Equation (2.1) and (2.2).

We model the total attenuation using the following equation: Given a radiation source

A and a set of obstacles B, the intensity of this radiation source at some location x

is

I (x,A) =
Astr

1 + |x− Apos|2
exp

 ∑
b∈(B ∩ xA)

−µblb

 , (2.3)

where B∩xA denotes the set of obstacles that intersect with the straight line between

x and Apos, li denotes the total thickness of the obstacle b along xA, and µb denotes

the attenuation coefficient of obstacle b.

2.2 Gamma Radiation Sensing Model

When gamma rays are emitted from a source, the radiation ionizes the particles

it travels through. Sensors detect this ionization as an indication of the presence of

alpha, beta, or gamma radiation. As alpha and beta radiation travels a limited dis-

tance, gamma radiation is considered the primary source of ionization. The intensity

of the radiation is measured by counting the number of ionizations occurring at the

sensor for a fixed interval. This intensity is usually reported in counts per minute

(CPM). Let Si, for 1 ≤ i ≤ N , denote the known location of radiation sensor i. The

sensor at Si will record the total intensity from all the radiation sources. In addition,

each sensor i will also record background radiation Bi (in CPM) that is universally
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present due to decay of naturally occurring radio-isotopes such as Carbon-14 (C-14)

and Potassium-40 (K-40), cosmic rays from space, as well as from other man-made

sources such as X-ray machines and nuclear fuels. Combining all of the above, the

expected intensity (in CPM) at Si is modeled by

Ii = 2.22× 106 × Ei

K∑
j=1

I (Si,Aj) +Bi . (2.4)

Given the expected intensity Ii, the measurement for sensor i, m (Si), is modeled as

a Poisson process with average rate λ = Ii.

In Equation (2.4) above, the constant 2.22 × 106 relates the total intensity of all

radiation sources, given in micro-Curie units, to the number of nuclear disintegrations

per minute (DPM). Each disintegration produces a gamma radiation that will be

detected by the sensor. The fraction of gamma radiation detected by the sensor is

denoted by the sensor efficiency Ei, of unit CPM/DPM. Some radiation sensors are

more sensitive than others due to different manufacturing technologies and different

sensor sizes. The value of Ei corrects the bias caused by the different efficiencies of

sensors. The calibration procedure in Section 2.4 describes the process of obtaining

Ei and Bi for a sensor.

2.3 Sources of Noise and Errors

Accurate measurements of the intensity of a radiation source, even in cases where

there is only a single radiation source, are difficult due to the nature of nuclear

disintegrations, the presence of background radiation, and the limitations of existing

sensing hardware. First, gamma radiation emitted by a point radiation source is

probabilistic and follows the Poisson process [12,19,20]. Because of the randomness of

the phenomenon being observed, a single instantaneous measurement of the intensity

of the source is not reliable in determining the actual strength of the source. In

principle, a perfect measurement would require an infinite measurement time interval.

In practice, only a limited number of samples can be used, particularly in the case
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of real-time or near real-time localization. The magnitude of error is given by the

standard deviation of the difference between the measured intensity and the true

intensity, and is proportional to 1√
m

where m denotes the number of samples.

Second, the sensors also record the background radiation, in addition to the

gamma radiation emitted by the source. Background radiation is universal, but is

difficult to characterize due to many variables in natural and man-made sources. We

are exposed to background radiation in everyday life, which is not a cause for concern

and hence is classified as part of the background radiation Bi. However, because each

source of background radiation is probabilistic, and their exact combinations are not

known and vary with time and space, a perfect characterization of the background

radiation is impossible.

Third, limitations of sensing technologies and cost considerations for the sensing

hardware may affect the accuracy of measurements. Radiation sensors expose a sens-

ing area with a scintillation material that detects ionizing radiation such as gamma

radiation. The scintillation material is ionized when gamma radiation travels through

the sensing area. This ionization signals a detection of gamma radiation. A sensor

either keeps track of the number of detections internally or reports this detection to

an external computer. The intensity of the gamma radiation is measured by either

the rate that ionization occurs or the time interval between two ionizations. Be-

cause of this detection methodology, different types of scintillation materials affect

the efficiency of the sensor [21]. In addition, a sensor exposing a larger sensing area

increases the probability that gamma radiation travels through the sensing area and

thus increases the efficiency of the sensor as well. Nonetheless, it is not practical to

manufacture huge radiation sensors, and many applications do not need that level

of efficiency. Therefore, a radiation sensor is only capable of detecting a fraction of

the radioactive particles emitted by a point source. This introduces the third type of

error in the measurements, and this error is corrected to some degree by the sensor

efficiency Ei in our sensing model. However, dust and other contaminants gathering

on the sensing area of the detectors over time may degrade sensor efficiency.
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2.4 Sensor Calibration

The sensing model described in Section 2.2 requires that the background radiation

intensity Bi and the sensor efficiency Ei be known in advance in order to measure the

intensity due to the radiation sources. This section describes a calibration procedure

to obtain the values of Bi and Ei with a controlled radiation source. The calibration

procedure is performed at the deployment site because the background radiation

differs at different locations. In addition, sensors should be recalibrated periodically

and after significant changes to the surroundings, to ensure that measurements are

accurate.

The calibration procedure is performed in two steps. First, we collect measure-

ments over a period of time at the deployment site, at a time when no known radiation

source is present in the area in order to estimate the background radiation. The back-

ground radiation is estimated by

Bi =
Total number of counts without a source over a period of t

t
(2.5)

where t is the length of measurements in minutes.

Second, we place a radiation source with a known source strength on the sensor

and collect measurements over a period of time. Then, collected measurements are

used to compute the sensor efficiency by

Ii =
Total number of counts with a source over a period of t

t
(2.6)

and

Ei =
Ii −Bi

Astr × 2.22× 106
(2.7)

The length of the measurements t affects the accuracy of the calibration. Essen-

tially, the value of t must be large enough such that the total number of counts is

non-zero. A longer period of t results in a more accurate estimate of Bi and Ii, which

subsequently affects the accuracy of Ei.
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3 SINGLE RADIATION SOURCE LOCALIZATION

In this chapter, we consider the localization of a single radiation source (K = 1) in

a surveillance area without obstacles. We first propose the Ratio of Square-Distance

(RoSD) method to localize a single radiation source using a minimal three sensor

network. Then, we describe the Iterative Pruning (ITP) method to localize a single

radiation source using N > 3 sensors by combining data from RoSD with a data

fusion method.

3.1 Ratio of Square-Distance Method for 3 Sensor Network

The RoSD algorithm [22] requires measurements from groups of 3 sensors to lo-

calize a radiation source. Given the group of sensors at Si for i = 1 . . . 3, the expected

intensity due to a point radiation source at Si is

I ′i =
Ii −Bi

Ei × 2.22× 106
=

Astr

1 + |Si − Apos|2
(3.1)

according to the sensing model in Section 2.2. For real-time performance, we approx-

imate expected intensity Ii with sensor measurement m (Si). The ratio of intensity

measurements by two of the sensors, Si and Sj, due to the radiation source, is hence

I ′j
I ′i

=
1 + |Si − Apos|2

1 + |Sj − Apos|2
. (3.2)

To make the problem more tractable, such that a closed-form solution exists, we

approximate Equation (3.2) with

I ′j
I ′i

≈ |Si − Apos|2

|Sj − Apos|2
. (3.3)

Using the relationship between the ratio of measured intensity and their distances in

Equation (3.3), we compute the circular locus

Lij =

{
x

∣∣∣∣∣ I ′jI ′i =
|Si − x|2

|Sj − x|2

}
(3.4)
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where Lij is a set of all possible locations of the radiation source that satisfies the ratio

of intensity measurement at Sj to that at Si (which is also the ratio of square-distance

of Si to Sj from the source).

The Ratio of Square-Distance (RoSD) method computes the source position esti-

mate Âpos = [x y]⊤ by solving the equation L12 = L13. The solution of the equation

is

Âpos = [Lx
12 Ly

12]
⊤ + Lr

12[cos (β ± θ) sin (β ± θ)]⊤, (3.5)

where

β = arctan
Ly

13 − Ly
12

Lx
13 − Lx

12
θ = arccos

Lr
12

2 − Lr
13

2 + C

2Lr
12

√
C

C = (Lx
13 − Lx

12)
2 + (Ly

13 − Ly
12)

2

Lx
ij =

I ′iS
x
i − I ′jS

x
j

I ′i − I ′j
Ly
ij =

I ′iS
y
i − I ′jS

y
j

I ′i − I ′j
Lr
ij =

|Si−Sj |
I′i−I′j

√
I ′iI

′
j . (3.6)

The geometric interpretation of the solution is shown in Figure 3.1. When θ ̸= 0,

there are two solutions to Equation (3.5). Either solution could be the actual position

of the source. We do not know which one of the two is the actual position of the source

because a strong source located far away from the sensors may induce measurements

that are similar to a weak source located close to the sensors. One of the two estimates

is a false estimate, and we call that solution a phantom estimate. Identifying the

phantom estimate produced by 3 sensors is not straightforward. The fusion step in

Section 3.2 accomplishes this task by using measurements from N > 3 sensors. An

example of solving L12 = L13 is shown in Figure 3.2. In Figure 3.2, three sensors

are located at S1 = (−100, 0), S2 = (100, 0), and S3 = (0, 100). The ratios of sensor

measurements are
I′2
I′1

= 0.40 and
I′3
I′1

= 3.00. These ratios correspond to the loci L12

and L13. The intersections of the loci are Âpos.

In a practical implementation, when sensor measurements are noisy, the estimates

produced by the algorithm are no longer precise. In fact, the algorithm may not

produce any solution at all. This occurs when L12 and L13 form two disjoint circles,

or one of the circles is contained within the other circle. In these cases, for robust
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Figure 3.1. Geometric interpretation of the RoSD solution.

-300

-200

-100

0

100

200

300

-500 -400 -300 -200 -100 0 100 200 300

Y

X

L12

L13

S1 S2

S3

Intersections

Figure 3.2. Solving the single source localization problem with RoSD.

performance, RoSD finds the center of the closest points between the two loci when

the loci do not intersect, and uses this center as the estimate. Figure 3.3 illustrates

these cases.

Specifically, the solutions under non-intersecting loci are given by

Âpos = (1− t) [Lx
12 Ly

12]
⊤ + t [Lx

13 Ly
13]

⊤, (3.7)
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(a) The solution of RoSD algorithm when two loci are disjoint.
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(b) The solution of RoSD algorithm when one locus is contained by the other locus.

Figure 3.3. RoSD enhancement for non-intersecting loci.

where

t =


1

2
√
C

(√
C + Lr

12 − Lr
13

)
for Lr

12 + Lr
13 ≤

√
C

s
2
√
C

(√
C + Lr

12 + Lr
13

)
for Lr

12 + Lr
13 >

√
C

(3.8)

s =

 −1 for Lr
12 +

√
C ≤ Lr

13

1 for Lr
13 +

√
C ≤ Lr

12

(3.9)

This improves the robustness of the algorithm when operating under realistic noise

and measurement errors.

In addition to estimating the location of the radiation source, we estimate the

strength of the radiation source by the following. With the source location estimate

Âpos, we have three source strength estimates

Âstr
i = I ′i

(
1 +

∣∣∣Si − Âpos
∣∣∣2) (3.10)
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for 1 ≤ i ≤ 3. We combine these three estimates using coefficients that are inversely

proportional to their variance estimates. As both the mean and variance are given

by the estimator I ′i for the Poisson process, more weight is given to estimates with a

lower variance. Thus, we have the following source strength estimator

Âstr =

(
3∑

i=1

(I ′i)
−1

)−1 3∑
i=1

(
1 +

∣∣∣Si − Âpos
∣∣∣2) . (3.11)

3.2 Iterative Pruning Method for N Sensor Network

The Ratio of Square-Distance (RoSD) method with three sensors produces up to

two position estimates of the source depending on the placement of the sensors and

the location of the source. When there are two estimated positions, it is known that

the ambiguity can be resolved by using four, instead of three, sensors [23] in the case

of ideal deployment conditions without noise and errors. In a realistic deployment,

however, noise and errors must be considered, in which case a larger number of sensors

is needed to produce reliable localization results. Specifically, if N sensors are used,(
N
3

)
distinct subsets of three sensors are available, each of which will produce up to

two source position estimates by RoSD. We refer to the set of position estimates

produced by RoSD as the candidate estimates denoted by C. Using C, we design a

fusion algorithm—one that is robust to noise and errors—to compute a fused estimate

as the final result of the estimated source position.

A simplistic design for the fusion algorithm would be selecting the estimate with

the smallest maximum distance to all the sensors in the surveillance area. This design

gives preference to the candidate estimate that has the highest signal-to-noise (SNR)

ratio. The rationale is that, by the inverse-square law, radiation sensors closer to the

source will record stronger signals from the source (i.e., higher intensity measurements

induced by the source) compared with sensors that are farther away from the source.

The stronger signals are less vulnerable to noise and hence are more reliable. When

phantom estimates are part of the candidate estimates, however, this reasoning may

not always hold true. This is because a phantom estimate can appear to have a strong
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signal, which is, in fact, produced as a side effect of RoSD localization, and does not

accurately approximate the actual source location. A solution to this problem, the

design of a clustering algorithm that eliminates the phantom estimates with high

probabilities, is the subject of Section 3.2.2.

3.2.1 Existing Fusion Methods

We now review two state-of-the-art fusion algorithms in the literature for radi-

ation localization. Ajith Gunatilaka et al. [14] proposes the Maximum Likelihood

Estimation (MLE) method to estimate the parameters of a radiation source, i.e., the

2D coordinates of the source location Apos and the strength of the source Astr, by

finding a solution that best fits the measurement data to the sensing model. Using

a radiation propagation model similar to ours, the estimated radiation intensity is

calculated. The main idea of MLE is to find values of Âpos and Âstr that minimize

the errors between the estimated radiation intensity and the actual measurements

recorded by the sensors. This approach does not require a separate fusion step when

scaling to N > 3 sensors, unlike our algorithm in Section 3.2.3, which treats the

localization and fusion steps as separate problems. In MLE, finding the best-fit so-

lution maps to a multi-dimensional optimization problem for which there are known

existing solutions. Specifically, the fminsearch routine in MATLAB c⃝ is used, which

implements the derivative-free downhill simplex method to solve the problem numer-

ically. The disadvantage of this approach is that the result may not be the global

optimum when phantom estimates are considered.

Rao et al. [13] proposes the Mean-of-Estimator (MoE) algorithm to fuse the can-

didate estimates. The MoE algorithm computes the fused estimate as the mean of

all the candidate estimates. The advantage of the MoE algorithm is that it has linear

time complexity and generally runs significantly faster than MLE. The main draw-

back is that the MoE algorithm is not explicitly designed to eliminate the phantom

estimates in the fusion process. Phantom estimates can be detrimental to localization
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accuracy, particularly when they appear to be produced by strong (and hence pre-

sumably reliable) sensor measurements. As a result, the MoE algorithm can produce

large localization errors when a significant fraction of the candidate estimates are

phantom estimates.

3.2.2 Data Fusion with Phantom Estimates Eliminated by Clustering

Let us examine the characteristics of candidate estimates produced by RoSD.

Assume an ideal deployment situation in which there is no noise due to background

radiation, and the sensor measurements are accurate. As discussed in Section 3.1,

RoSD may produce one or two candidate estimates with measurements from a group

of three sensors, S1, S2, and S3. In the case where there are two estimates, the

phantom estimate is the one that is farther from the actual position of the source

than the other estimate. Note that phantom estimates are produced not because the

localization algorithm is inaccurate, but because the localization algorithm does not

have sufficient information to compute an unequivocal solution. Suppose now that

an additional sensor S4 is available, and consider the group of three sensors S1, S2,

and S4. One or two candidate estimates are again produced. In the ideal deployment

situation, one of the two estimates in each group (i.e., the group S1, S2, S3 and

the group S1, S2, S4) will coincide at the actual position of the source. The other

estimates, namely the phantom estimates, from the two groups are highly unlikely to

coincide because two of the sensors from the groups are located differently. Thus, by

counting the number of estimates at different positions, the position with the highest

frequency would be the true position of the source.

In general, withN sensors, assuming the sensors are not colocated, there are
(
N
3

)
=

N
6
(N − 1) (N − 2) groups of sensors available to perform RoSD localization, and each

group produces a set of candidate estimates Ci for i = 1, 2, . . . , N
6
(N − 1) (N − 2). At

least one of the estimates in Ci is the true position of the source; thus there are at most(
N
3

)
estimates located at the true position of the source, and at most

(
N
3

)
phantom
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estimates. The number of candidate estimates at the true position of the source may

be less than
(
N
3

)
because some groups of sensors may not produce any candidate

estimates. Then, the source position can be estimated by Âpos =
∩
Ci for N > 3.

With precise intensity measurements and lack of noise from background radiation,

N = 4 is sufficient to accurately estimate the position of the source. Generalizing

to many groups of three sensors, we see that in an ideal deployment situation, one

of the estimates from every group will coincide with the actual source location, thus

solving the localization problem redundantly.

When there are noise and errors, the candidate estimates are scattered. Hence,

the non-phantom estimates will not coincide. The extent of the scattering depends

on the magnitude of the noise/error. As a result, a simple intersection of the candi-

date estimates will likely produce a null set. Nevertheless, in spite of the scattering,

the candidate estimates that are not phantom estimates will likely be close to each

other and cluster around the true position of the source. On the other hand, the

phantom estimates will not cluster together. Instead of finding the intersection of the

candidate estimates, we can therefore “zoom in” to the actual position of the source

by identifying the densest cluster of the estimates. Ideally, the densest cluster found

does not contain any phantom estimates, such that an unbiased estimator of the can-

didate estimates in the cluster will give a fused estimate that closely approximates

the actual position of the source. In practice, the phantom estimates may not be

eliminated completely, but, if most of them are eliminated, their total contribution

to the fused estimate will be insignificant.

In summary, we divide the localization problem using N sensors, under realistic

noise and error conditions, into two solution steps:

1. Subproblem P1: Clustering. Find the smallest region in the surveillance area

that contains most, if not all, candidate estimates that are not phantom esti-

mates.
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2. Subproblem P2: Fusion. Compute the fused estimate as an unbiased estimator

of all the candidate estimates in the cluster found above.

3.2.3 Iterative Pruning (ITP) Clustering Algorithm

There exist clustering algorithms that are relevant to the Subproblem P1. Algo-

rithms such as k-mean [24], CURE [25], and DBSCAN [26] are not directly applicable

because they are concerned with classifying all samples into a number of closest clus-

ters, whereas our problem aims to find the single largest cluster that is likely to

contain most of the non-phantom estimates, and a few or none of the phantom esti-

mates. Another algorithm, the Quality Threshold (QT) clustering algorithm [27], was

invented by Heyer to cluster gene expression patterns. In their domain, the algorithm

groups genes of high similarity into the same cluster. The measure of similarity is

user defined, although the correlation of the gene expression is often used in their

problem. The quality of the cluster computed is ensured by specifying a threshold

such that all genes with a similarity measure within the threshold fall into the same

cluster. Consider that there are n genes. The algorithm first builds n candidate

clusters. It then outputs the largest cluster among the n candidates as a result. The

genes produced are removed from the pool of n genes and the algorithm repeats the

same step for the remaining genes. The candidate cluster is built by selecting the i-th

gene from the pool, and then iteratively includes the most similar gene, the second

most similar gene, and so on, until the similarity threshold is exceeded.

In our problem domain, the genes can be interpreted as our candidate estimates,

and the similarity measure corresponds to the distance between the candidate esti-

mates. The QT algorithm then basically associate each candidate estimate (the gene)

with a cluster such that the diameter of the cluster does not exceed d (the similar-

ity threshold of QT clustering algorithm). In contrast to the QT algorithm, we are

interested only in the largest cluster in our problem, and therefore do not need to

iteratively find the next largest cluster as needed in the original algorithm.



22

While useful for our purpose, the main disadvantage of QT clustering is that

the time complexity is very high, O
(
|C|4

)
, even for finding only the maximum size

cluster. For our problem, the algorithm does not scale to a large network (i.e., the

number of sensors N is large and there are O(N3) samples for clustering) required

for, say, the monitoring of large city areas. We now propose an algorithm, which we

call the Iterative Pruning (ITP) algorithm, for our problem. The proposed algorithm

can achieve similar performance as QT clustering, but has a greatly reduced time

complexity. Specifically, ITP has a worst case time complexity of O (|C| log2A),

where A denotes the area of the surveillance region.

The ITP algorithm employs two steps. First, it solves the Subproblem P1 heuristi-

cally by pruning the low density space of candidate estimates in the surveillance area,

such that a cluster with a high density of the estimates remains. Second, it solves

the Subproblem P2 by computing the weighted centroid of the candidate estimates

in the cluster as the fused estimate. The pseudo-code of the ITP algorithm is given

in Algorithm 1. The algorithm takes three input parameters. The C parameter is

the union of all the candidate estimates C =
∪

Ci produced by the RoSD algorithm.

The n and d parameters limit the maximum number of estimates in the remaining

region, and the maximum size (in terms of area) of the smallest region, respectively.

The algorithm begins with the smallest rectangle that bounds all candidate esti-

mates. The bounding rectangle is then divided into 5 regions ra = r0 ∪ r1 ∪ r4 ∪ r5,

rb = r2 ∪ r3 ∪ r6 ∪ r7, rc = r0 ∪ r2 ∪ r4 ∪ r6, rd = r1 ∪ r3 ∪ r5 ∪ r7, re = r4 ∪ r5 ∪ r6 ∪ r7,

and 8 subregions r0, r1, . . . , r7. The subregion labels are shown in Figure 3.4. The

number of candidate estimates in each of the sub-regions is tallied, and the region

containing the most estimates is selected for the next iteration.

The algorithm continues until the number of candidate estimates remaining is less

than n and the area of the bounding rectangle is smaller than d. In each iteration,

the size of the bounding rectangle is reduced by at least half. This ensures that

the algorithm will terminate in O (log2 A) iterations. ITP divides the space into five

overlapping regions, unlike existing partitioning algorithms such as the generalized
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Figure 3.4. Region division in the ITP algorithm.

bisection method in [28], which iteratively divides the search space in halves. The

overlapping minimizes the chance that the algorithm incorrectly prunes a region due

to a cluster concentrating near the division boundaries. For instance, Figure 3.5 shows

two scenarios in which non-overlapping partitioning fail. In particular, Figure 3.5(a)

shows a scenario in which the candidate estimates are concentrated at the center of rc.

If a non-overlapping region division is used, the algorithm may choose either r0∪r4 or

r2 ∪ r6. Since the numbers of candidate estimates in both regions are close, however,

it is better to choose r0 ∪ r2 ∪ r4 ∪ r6 for the next iteration.

In the second part of the algorithm (Lines 22 to 26), the weighted center of the

cluster is computed as the solution to the Subproblem P2. The weighting gives esti-

mates produced by sensors closer to the radiation source higher weights because their

measurements are less influenced by background noise. Although this is similar in

concept to the use of SNR in wireless communication, there are subtle differences.

In wireless communication, the SNR provides a measure of how intrusive the back-

ground noise is compared with the goodness of the signal received. In particular, the

SNR quantifies the likelihood that the data received will be correctly decoded in spite

of the noise. These quantities can be directly measured at the receiver side. In our
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(a) Cluster located at the division

of two regions.

(b) Cluster located at the cen-

ter, division of four regions.

Figure 3.5. Two examples illustrating that non-overlapping region
division may lose accuracy when the cluster is located near the division
of regions.

problem, the weighting of a candidate estimate is a function of the SNRs of the three

measurements that produced the candidate estimate. Essentially, the weighting of a

candidate estimate measures the goodness of the estimate given the goodness of the

measurements by the individual sensors. We use the average SNRs of all the three

measurements as the weighting of the candidate estimate. Formally, we define the

weighting of a candidate estimate as

SNR (c) =

∑
x={i,j,k}m (Sx)∑

x={i,j,k} Bx

(3.12)

where Si, Sj, Sk are the three sensors that produce the estimate c.

Figure 3.6 shows a sample output tracing selected iterations of the ITP algorithm.

The candidate estimates fed into the algorithm (Figure 3.6(a)) are iteratively pruned

such that the region having the largest number of estimates remains after each itera-

tion. The algorithm stops when the number of estimates remaining is less than n and

the area of the region is smaller than d. Then, the weighted center of the remaining

estimates is computed as the fused estimate. As the number of sensors increases,

the candidate estimates produced increases as O (N3). As a result, the algorithm

can identify a small region with a high density of candidate estimates as the most
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likely location to contain the radiation source. The experiment results in Section 5.2

confirm that the accuracy of ITP increases with the number of sensors used.

Algorithm 1: ITP (C, n, d)

1 rS = smallest rectangular region that bounds all estimates c ∈ C.

2 Let b and t denotes the bottom-left and top-right coordinate of rS .

3 Divide rS into 8 regions ri for i = 0, 1, . . . , 7 as in Figure 3.4.

4 Let kw denotes the number of candidate estimates in region w.

5 Initializes kw = 0, for w = r0, r1, . . . , r7.

6 foreach c ∈ C do

7 for i = 0 to 7 do

8 if c is inside ri then

9 kri = kri + 1

10 Let ra = r0 ∪ r1 ∪ r4 ∪ r5; Let rb = r2 ∪ r3 ∪ r6 ∪ r7; Let rc = r0 ∪ r2 ∪ r4 ∪ r6

11 Let rd = r1 ∪ r3 ∪ r5 ∪ r7; Let re = r4 ∪ r5 ∪ r6 ∪ r7

12 rS = argmax
w∈{ra,rb,rc,rd,re}

kw

13 if rS = ra then t.y = 0.5 (t.y + b.y)

14 else if rS = rb then b.y = 0.5 (t.y + b.y)

15 else if rS = rc then t.x = 0.5 (t.x+ b.x)

16 else if rS = rd then b.x = 0.5 (t.x+ b.x)

17 else

18 b.x = 0.25 (t.x+ b.x); b.y = 0.25 (t.y + b.y); t.x = 0.75 (t.x+ b.x); t.y = 0.75 (t.y + b.y)

19 if |rS | > n or (t.x− b.x) (t.y − b.y) > d then

20 return ITP (∀ c ∈ rS , n, d)

21 else

22 e = (0, 0), s = 0

23 foreach c ∈ rS do

24 e.x = e.x+ c.x× SNR (c); e.y = e.y + c.y × SNR (c)

25 s = s+ SNR(c)

26 return
(
e.x
s , e.y

s

)
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Figure 3.6. The candidate estimates are pruned in each iteration until
the remaining estimates are clustered within d diameter.
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4 MULTIPLE RADIATION SOURCE LOCALIZATION

In the previous chapter, we have considered the localization of a single radiation source

in a surveillance area without obstacles. The concepts and algorithms presented there

pave the way to a more realistic scenario in this chapter—the localization of multiple

radiation sources (K ≥ 1) in a surveillance area with or without obstacles. We first

discuss the challenges in localizing multiple radiation sources in Section 4.1, then we

propose an algorithm that solves those challenges. The algorithm we propose is a

hybrid formulation of a particle filter with a mean-shift technique. We first present

an overview of particle filter in Section 4.2, then describe the formulation of the

algorithm in Section 4.3.

4.1 Challenges in Multiple Source Localization

Localization of multiple sources is an important challenge in radiation source lo-

calization. A multiple radiation source scenario may occur when multiple radiation

sources are brought into an urban area in a coordinated RDDs attack. In this sce-

nario, a single source localization algorithm is ineffective for the following reasons.

First, a single source localization algorithm implicitly assumes that there is only one

radiation source present in the surveillance area. However, this assumption is not

valid when there are multiple sources present in the surveillance area. Second, a

single source localization algorithm is unable to distinguish between multiple sources

due to the superposition of the radiation intensity. In such a case, the single source

localization algorithm may identify a single, combined source located at the centroid

of all individual radiation sources.

When dealing with multiple sources, existing localization approaches attempt to

build a model of all the sensors and sources. The model is then used to find the
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most probable source parameters, e.g., the location and strength of each source [29–

31]. When the number of radiation sources K increases, the number of estimation

parameters in the model increases proportionally and thus the algorithm complexity

grows exponentially with regard to K.

In addition, because the number of sources K is not known a priori, the value of

K needs to be estimated as well. Typically, a statistical test is used to select the most

probable number of sources prior to estimating the parameters. Alternatively, some

algorithms estimate the parameters of the sources for a range of assumed values of K,

i.e., K = 1, 2, . . .. Both approaches are computationally intensive. Moreover, they are

inaccurate in large sensor networks due to: (i) the ability of K to assume any value,

but that value is unknown; (ii) superposition of signal strengths from different sources;

and (iii) large variances in sensor measurements caused by background radiation or

other interfering sources. These factors have been mainly addressed individually by

the existing algorithms, but the models of these algorithms become significantly more

complex when all factors are jointly considered. For instance, a high measurement

recorded by a sensor can be induced by a single strong source, or it may be induced

by the combined strengths of multiple weak sources. Consequently, we may obtain

equivocal results that appear equally valid for different values of K. Even if the

estimate of K is accurate, multiple ambiguous solutions may exist due to the model

dynamics, e.g., non-linear signal fading and a large number of interacting system

parameters.

Furthermore, when taking obstacles into consideration such as building structures

in urban areas, building an accurate model becomes infeasible unless the shape, size,

material and location of all obstacles are accurately modeled. These data are difficult

to obtain and incorporating such data into the model is a non-trivial process. Esti-

mating the obstacle parameters is not an option because obstacles can come in any

shape, size, or material and can be located anywhere in the area.

In this chapter, instead of building a model encompassing all sensor, source, and

obstacle parameters, we propose a hybrid formulation of a particle filter with a mean-
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shift technique to address the challenges faced by the existing algorithms described

above. In our formulation, we first generate hypotheses about the source parameters

(known as particles). When a sensor measurement is received, the likelihoods of these

particles being one of the radiation sources are evaluated. Unlike standard particle

filter formulation, we selectively evaluate these particles based on the location of

the sensor providing the measurement. Selective evaluation is a major feature in

our approach that enables localization of multiple sources in a complex environment.

After evaluation, the particles are refined to better estimate the location and strength

of a source. To compute the fused estimate, the particles are used to construct a

likelihood function. Then, a mean-shift technique is used to determine the most

likely parameters of all sources. Because the mean-shift technique determines the

parameters of all sources without knowing the number of sources K, we eliminate the

expensive statistical test to estimate K. The above process is repeated when a new

sensor measurement is received.

4.2 Overview of Recursive Bayesian Estimation and Particle Filter

Recursive Bayesian estimation is widely used to estimate a set of variables (called

the state variables), given a set of observations. The objective is to find the best

estimate of the state variables considering all available observations, and continuously

refine the estimate as more observations become available.

In the formulation, at iteration t, the state to be estimated is represented by

the state vector xt, and the information acquired is represented by yt. All available

information at t is thus Dt = {yi | i = 1 . . . t}. At each iteration t, the state xt is first

predicted based on Dt−1 using the prior probability distribution function (PDF),

P (xt |Dt−1 ) =

∫
P (xt | xt−1 ) P (xt−1 |Dt−1 ) dxt−1. (4.1)
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The above equation captures the change in state over time during the estimation,

e.g., when estimating the position of a moving vehicle. Then, as new information

becomes available at t, the posterior PDF is computed via Bayes rule as

P (xt |Dt ) =
P (yt | xt ) P (xt |Dt−1 )∫
P (yt | x) P (x |Dt−1 ) dx

. (4.2)

The estimated state x̂t is then computed by finding the expectation of Equation (4.2),

x̂t = E [P (xt |Dt )] . (4.3)

The above formulation is general and could be applied to any state estimation

problem. When the system and measurement models are linear, and the noises are

Gaussian of known variances, an analytical solution of the above can be found, which

is the Kalman filter. In many cases, however, analytical solutions cannot be found

and thus the procedure has practical limitations.

The particle filter approaches the Bayesian estimation by using random samples

(so called particles) to approximate the PDF. Larger number of particles improves

the accuracy of the approximation. A main feature of particle filter is that it can

be applied to non-linear, non-Gaussian problems even if there is no general analytic

expression for the required PDF.

Particle filter works in two phases—predict and update. In the predict phase, the

prior PDF is estimated by evolving the particles from t − 1 to predict the state at

iteration t. Then, the update phase evaluates the probability that these particles

represent the state given the prior observations. In other words, each particle xi is

associated with a weight wi. In the end, we obtain a discrete distribution defined

over all the particles {(x1, w1) , . . . , (xN , wN)}. Then, the particles are resampled

into {x′
1, . . . , x

′
N} such that P

(
x′
j = xi

)
= wi for any j. The state estimate is com-

puted as the expectation of all particles, and the process is repeated when the next

measurement arrives.

In a straightforward application of particle filter in radiation source localization,

one would consider the source parameters, namely the xy-coordinates and the source
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strength, to be the state variables. The radiation intensity measurements then pro-

vide the data to drive the predict and update phases of the particle filter. For each

particle, the expected radiation intensity on each sensor is computed according to

Equation (2.4). Given the expected radiation intensity, the probability of obtaining

the particular set of sensor measurements is calculated and is assigned as the weight of

the particle. Over time, the expectation of all the particles gives an accurate estimate

of the source parameters. This simple approach performs relatively well in scenarios

with only a single radiation source. However, with multiple sources, the number of

state variables increases proportionally. As each radiation source is modeled by three

parameters, K radiation sources require 3K state variables. A linear increase in the

number of parameters causes the parameter space to increase exponentially [32]. For

instance, if there are K sources and each source can be located at m different places,

the number of possible solutions is
(
m
K

)
= O

(
mK
)
. Consequently, the number of par-

ticles needs to be increased exponentially in order to maintain a representative PDF

for the estimation. As a result, this approach does not scale to a large number of

sources. Furthermore, this approach also requires the number of sources to be known

ahead of time, which limits its applicability in many realistic situations.

Another problem with the above approach, or with any existing radiation local-

ization algorithm, is that the detailed parameters of obstacles are assumed to be

known beforehand, in order for the model in Chapter 2 to be applied. These include

the shape, location, and attenuation coefficient for each obstacle. Incorporating such

data into the localization system is a burden to the user. Moreover, the attenuation

coefficients of the obstacles need to be measured on-site unless accurate blueprints

of the deployment buildings, showing construction materials and layouts, are readily

available. Without that complete data, the expected intensities from the sources can-

not be computed because radiation sources can induce a wide range of readings on

radiation sensors depending on the quantity and variety of obstacles located between

the sources and the sensors.



32

4.3 Algorithm Design

In this section, we describe our algorithm for localizing multiple sources within a

complex environment; in the presence of unknown or incompletely known obstacles,

using source strength measurements from a network of sensors. Similar to recur-

sive Bayesian estimation, the proposed algorithm recursively refines the location and

strength estimates of all the sources based on newly acquired measurements as well

as all prior information. However, as opposed to a typical recursive Bayesian estima-

tion formulation, our algorithm (i) considers one sensor measurement at a time, (ii)

does not explicitly model each radiation source, and (iii) uses mean-shift technique

to compute source parameters. Figure 4.1 outlines the flow of the algorithm. The

algorithm starts by initializing a collection of particles, each of which hypothesizes

the location and strength of a source. In each iteration, as a new sensor measurement

becomes available, the algorithm predicts the location and strength of each radiation

source based on the previous estimates. Then, the weights of all the particles are

updated according to the newly received sensor measurement and the prior weights.

After weighting the particles, the source parameter estimates are computed. Finally,

a resampling procedure normalizes the weights of all the affected particles. This

procedure then repeats when another new sensor measurement arrives.

The highlights of our formulation are as follows:

• We only consider one sensor measurement in each iteration as opposed to a

traditional formulation that considers all sensor measurements in one iteration.

This allows the algorithm to proceed as soon as possible, rather than waiting

until all the sensor measurements have arrived. This feature is particularly rel-

evant in wireless sensor networks because wireless transmissions are inherently

unreliable due to environmental factors, low transmission power, and malfunc-

tions of unreliable sensors. Moreover, network latency is usually high due to

multi-hop wireless forwarding and signal interference among a large number of

communicating sensor nodes. By allowing the algorithm to proceed as soon
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Figure 4.1. Overview of the hybrid particle filter with mean-shift algorithm.

as any sensor measurement is received, even if the arrival is out of order, the

robustness of the algorithm is improved.

• Instead of explicitly modeling each radiation source, which is typically done [30,

33] in recursive Bayesian estimation, we compute the parameter estimates with-

out attributing them to specific sources. When multiple estimates are resolved

to the same location parameter, we classify them as the same source, and multi-

ple sources are distinguished when their estimates resolve to different locations.

• We introduce the notion of fusion range for use in the particle filter, in which

particles are selectively updated based on the locations of the sensors. As each

particle can only estimate one of the many possible radiation sources, selectively

updating the particle in each iteration essentially prevents the algorithm from

using a particle to estimate multiple sources.

• We apply a mean-shift technique on the particles to compute the source param-

eter estimates. Using mean-shift is crucial in order to recover the parameters

of multiple sources because our formulation does not explicitly model the in-

dividual sources. This is an important departure from the traditional use of

particle filter to compute the estimates. Details of integrating mean-shift into

our particle filter formulation are described in Section 4.3.4.



34

Combining the above, our algorithm solves the multiple radiation source localiza-

tion problem without (i) knowing the number of sources, (ii) increasing the dimension

of the parameter space as the number of sources increases, and (iii) knowing all the ob-

stacles in detail. Detailed algorithm steps are described in the following sub-sections.

4.3.1 Particle Initialization

We define the initial iteration to be t = 0. At this time, the particle filter is

initialized as follows. Given a surveillance area, let

P =
{
p
(ti)
i | i = 1, ...NP

}
(4.4)

be a set of particles. Each particle p
(ti)
i ∈ P is a three-value vector in the parameter

space A denoting the hypothesized source position and strength. The superscript ti

is an integer that denotes the iteration at which the particle is updated. We drop the

superscript in cases where no ambiguity exists in the iteration number. We initialize

P with uniform random particles, i.e., ∀ p ∈ P , w (p) = 1
NP

where NP = |P| denotes

the number of particles in P. Uniform random distribution is used because we do not

assume any a priori knowledge about the location or the strength of the source. If

prior knowledge is available, the particles can be initialized instead in accordance with

the pre-existing distribution. Doing so shortens the number of iterations required to

obtain accurate estimates of the radiation sources.

The value of NP affects the coverage of P in A. A larger coverage gives a higher

probability that some particles will be close to the actual radiation source and have

similar strengths. Consequently, we can achieve more accurate and reliable location

and strength estimates. Theoretically, one would want NP → ∞ to cover the en-

tire space A, which is computationally infeasible. In practice, a modest number of

particles (e.g., a few thousand) would provide an acceptable coverage for realistic

applications.
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We associate each particle p ∈ P with a weight w (p) such that

w (p) ≈
∑
j

P (Aj = p) (4.5)

and
∑

p∈P w (p) = 1. As such, this weight measures the probability that an actual ra-

diation source has the same parameters as p. This weight is updated as a new sensor

measurement becomes available to refine the source estimates. However, as the actual

source position is unknown,
∑

j P (Aj = p) cannot be computed. In Section 4.3.3, we

will discuss in detail how we can approximate this probability using sensor measure-

ments. During initialization, we assign uniform weights to all the particles assuming

no prior knowledge about the radiation sources is available.

4.3.2 Prediction

After initializing the particles, the localization process can begin. Our algorithm

refines the source estimates whenever there is a new sensor measurement. At a

particular iteration, say t, a sensor located at Si delivers a measurementm (Si). Then,

we use this measurement to update our source estimates as follows. We construct

a set P ′ such that all particles in P ′ are less than di distance away from Si. This

distance di is defined as the fusion range, and is specific to Si. Formally, P ′ is defined

as

P ′ =
{
pi

∣∣∣ |Si − pposi |2 ≤ d2i

}
. (4.6)

The value of di is selected such that a particle is located within the fusion range of

a handful of sensors. The fusion range controls the particles affected in the current

iteration. It prevents the current update from affecting particles that are far away

from the sensor. Because of the inverse square fading radiation strengths in open

space (i.e., even if there are no further attenuating effects due to obstacles), sources

that are far away will not make significant contributions to the sensor measurements.

By limiting the affected particles, we would not use the particles to distinguish be-

tween different sources explicitly. Thus, the number of estimation parameters in our
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formulation, as well as the complexity of our algorithm, remain constant regardless

of the number of sources.

Let us illustrate what would happen if the fusion range is not used. In this case,

all particles will be affected in each iteration by a typical particle filter formulation.

Figure 4.2 illustrates the behavior of the algorithm without the fusion range. When

multiple sources exist, the particles will gravitate toward a source when the sensors

near the source send updates. In Figure 4.2, the particles are concentrated near

source B starting at iteration t = 108. The sensor located at (0,0) sends an update

at t = 109 and is followed by the sensor located at (0, 20) . . . (0, 100). At t = 113 as

shown in Figure 4.2(b), the particles are moving away from source B. After the update

from the sensor at (20, 100), particles are concentrated near source A as shown in

Figure 4.2(c). When sensors near source B update, the particles, again, move away

from source A as shown in Figure 4.2(d). This example illustrates that the fusion

range limits the interference between sources in our algorithm. Without the fusion

range, the estimated source position will oscillate between source A and B.

Given a set of particles in P ′ updated prior to t, we aim to predict the whereabout

of the source at iteration t using a user-defined update model,

Fmovement : A → A. (4.7)

This update model predicts the value of p(t) given p(t′) for any t′ < t. This model

captures the knowledge about how a radiation source changes over time. For instance,

the model may capture the movements of a radiation source in transport. For a static

radiation source, the parameters do not change over time. Thus, the movement model

is simply

Fmovement (p) = p. (4.8)

We update all the particles in P ′ by applying the movement model to each particle

and produce the set

P ′′ =
{
p
(t)
i

∣∣∣ p(t)
i = Fmovement

(
p
(t′)
i

)
,∀ p

(t′)
i ∈ P ′

}
. (4.9)
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Figure 4.2. Progression of a particle filter without fusion range.

The set P ′′ now consists of potential position and strength estimates of radiation

sources given their prior estimates.

4.3.3 Particle Weighting

After predicting the whereabouts of radiation sources at iteration t, we compute

the weight of each particle, which is the likelihood that an actual radiation source is
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located at where the particles are and also has the predicted source strength defined

above. Although we do not know the actual locations and strengths of the radiation

sources, we can estimate this probability using the sensor measurements. Assuming

that the radiation source is at p, we can compute the expected sensor measurement

at Si using Equation (2.4). The probability of obtaining the measurement m (Si)

given the source is at p follows the Poisson distribution. Subsequently, we update

the weight of each particle in P ′′ such that

w
(
p
(t)
i

)
= P

(
m (Si)

∣∣∣ p(t)
i

)
w
(
p
(t′)
i

)
. (4.10)

After updating the weights, we merge P ′′ with P to form a global view of all

particles. Let P ′′′ denote the merged set, P ′′′ is defined as

P ′′′ = (P − P ′)
∪

P ′′. (4.11)

The weights of all particles are normalized again after the merging process such that∑
p∈P ′′′ w (p) = 1.

This merging process plays an important role in enabling the particle filter to

localize multiple sources without increasing the number of estimation variables. In

a traditional particle filter formulation, where all the particles are updated in each

iteration, each sensor measurement affects all the particles. This includes particles

far away from the sensor that may not be relevant to current sensor measurement,

or particles estimating mainly other radiation sources. Furthermore, the sensor mea-

surements close to those particles (which will be received in the future) will provide

a better view at those locations. By updating particles that are close to the sensor

providing the measurement only, we allow multiple sources to co-exist in the area,

without requiring separate variables for different sources. Equally important, this

allows our algorithm to localize multiple sources without knowing the number of

sources.
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4.3.4 Source Parameter Estimation

Given P ′′′ and associated weights, we now compute the position and strength

estimates of the radiation sources. This step is very different from the traditional

particle filter approach, in which the estimate is computed as the weighted sum of

all the particles. In our case, if the weighted sum of all the particles was computed,

we would not be able to differentiate multiple sources. Instead, we would obtain the

centroid of the sources.

To obtain the parameter estimates for individual sources, we construct the prob-

ability distribution function

LP ′′′ (x) = P (x | P ′′′ )

= (
∑

P ′′′ w (pi))
−1∑

P ′′′ w (pi)ϕH (x− pi) .
(4.12)

In the above, ϕH is the Gaussian kernel function

ϕH (x) = (2π)−3/2 |H|−1/2 exp
(
− 1

2
x⊤H−1x

)
(4.13)

and H is a symmetric positive definite matrix denoting the kernel bandwidth [34].

In theory, the function LP ′′′ (x) is a mixture distribution, where the number of mix-

ture components represent the number of radiation sources. Estimating the source

parameters, therefore, is equivalent to finding the distribution parameters for each

mixture component. This is accomplished by finding the values of x∗ that maximize

LP ′′′ , i.e., ∇LP ′′′ (x∗) = 0.

Note that multiple solutions exist (i.e., local optima) when there are multiple

sources. We are interested in finding all the solutions, each of which corresponds to

the estimate of one radiation source. This can be accomplished efficiently by using

the mean-shift algorithm [34]. The algorithm does not impose a priori assumptions

on the number of optimum points or the underlying shape of L. Using mean-shift,

we find x∗ by repeatedly applying xi+1 = M (xi) for i = 1, 2, . . . until convergence,

where M (x) is the mean-shift term derived from ∇LP ′′′ (x) and given by

M (x) =

∑
P ′′′ pi w (pi)ϕH (x− pi)∑
P ′′′ w (pi)ϕH (x− pi)

. (4.14)
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Given an arbitrarily selected initial value of x1, the mean-shift algorithm will

converge to the closest x∗. To find all the radiation sources, we repeat the algorithm

with different values of x1 and merge all the results that converge to the same x∗.

The advantages of using the mean-shift algorithm in estimating the source pa-

rameters are: (i) the algorithm does not require knowledge of the number of sources

when combined with our particle filter formulation, and (ii) the algorithm is robust

under noisy sensor data.

4.3.5 Particle Resampling

The last step of our algorithm aims to prepare the particles for the next iteration.

This step involves removing the particles of low weights and replacing them with par-

ticles of higher weights. It is often known as resampling in the literature. Resampling

is important because it prevents the particle filter from hitting degeneracy problems.

As an example, consider a scenario with a single static radiation source. We initialize

NP particles randomly in the space A. Without resampling, in each iteration, the par-

ticles closer to the radiation source will have increasingly larger weights whereas the

particles farther away from the radiation source will have increasingly lower weights.

Over time, all the particles except for the particles closest to the radiation source will

have a weight of zero. In this case, the particle filter essentially degenerates to a single

particle. The parameter estimation will not be refined any further due to the lack

of diversity in the particles. The resampling step essentially solves this problem by

removing particles of lower weights and multiplying particles of higher weights. In our

algorithm, resampling is only performed on particles that are affected in the current

iteration, which are in P ′′. Particles that are not affected in the current iteration do

not require resampling because they remained unmodified after previous resampling.
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The resampling step constructs the set Presampled by sampling with replacement

from P ′′ with probabilities w(pi)∑
pj∈P′′ w(pj)

for all pi ∈ P ′′. The resampled particles are

assigned uniform weights. After resampling, we merge Presampled with P by

Pnew = (P − P ′)
∪

Presampled (4.15)

to form the set of particles Pnew for the next iteration.

Although the resampling procedure mitigates the degeneracy problem, it does

not completely solve the problem. Particles with higher weights may be duplicated

multiple times and these particles will eventually collapse to a single point. Several ap-

proaches have been introduced in the literature to mitigate this further problem [35].

In our algorithm, we adopt the roughening method [36], which introduces noise in the

duplicated particles. During resampling, when a particle is duplicated, we introduce

zero-mean Gaussian noise into the duplicated particles. The standard deviation of

the noise is a tunable parameter given by σN .

The above resampling procedure generates particles with parameters similar to the

actual radiation sources, at the same time eliminating particles that do not correspond

to any actual radiation sources. As time proceeds, areas with no radiation sources

at t = 0 will have few or no particles. If a new radiation source moves into the

surveillance area and is in one of these isolated locations, the radiation source will be

undetected because Equation 4.6 produces a null set. As a provision for new radiation

sources entering the area, we randomly replace a small percentage of particles, e.g.,

5%, with randomly generated particles. This ensures that the surveillance area is

sufficiently covered and new radiation sources will be detected and localized quickly.
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5 EVALUATION OF LOCALIZATION ALGORITHMS

We conduct simulation and testbed experiments to evaluate the practicality and ef-

fectiveness of the proposed algorithms. Most of the results presented are based on

simulation because actual experimentation with source intensities similar to that of a

concealed dirty bomb is not safe. First, in Section 5.1, we evaluate the performance

of the RoSD algorithm in localizing a single radiation source using 3 sensors. Then,

in Section 5.2, we use a similar setup with an increased number of sensors to evaluate

the performance of the ITP algorithm. In Section 5.3, we perform experiments in

a small-scale testbed to evaluate the practicality of the algorithm. In addition, we

construct an identical setting in a simulation environment to validate the accuracy of

the models presented in Chapter 2. In Section 5.4, we evaluate the multiple source

localization with varying number of sources, source strengths, background radiation,

and obstacle placements, to show the robustness of the proposed algorithm.

5.1 Single Source Localization with the RoSD Algorithm

We evaluate the performance of the RoSD algorithm presented in Section 3.1

by comparing the localization accuracy and false negatives (miss detections) of the

RoSD and the log-space DTOA (LgDTOA) algorithm. We implement the LgDTOA

algorithm according to the DTOA algorithm described in [11] and adapt the algorithm

to log-space for radiation localization as described in [12]. We evaluate the algorithms

in a surveillance area of 100 × 100 with a network of three sensors. The sensors S1

and S2 are located at (0, 0) and (100, 0) respectively. Sensor S3 is located at either

(50, 100), (75, 100), or (100, 50). A 4 µCi radiation source is randomly placed in the

surveillance area. In this experiment, we assume there is no background radiation,

B = 0 CPM, so the sensor readings are due to the radiation source only. Hence, the
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sensor measurements are simulated using the Poisson random process with λ equal

to the expected intensity as described in Section 2.2. The sensor efficiency is set to

E = 0.02 CPM/DPM.

Using the simulated sensor measurements, we localize the radiation source using

both the RoSD and LgDTOA algorithms. The LgDTOA algorithm is an iterative

algorithm. It terminates when the error in the distance ratio is smaller than ϵ. We

set the value of ϵ to 1.0×10−10, in which case the algorithm usually terminates in less

than 100 iterations. Nevertheless, we set the maximum number of iterations to 4000,

to ensure that any error in the position estimate is not due to premature termination

of the algorithm.

Both the RoSD and LgDTOA algorithms may produce up to two estimates for

each set of measurements from 3 sensors. When there are two estimates, we assume

that the algorithms are able to distinguish the phantom estimate by selecting the

estimate that is closer to the actual source position, In other words, the estimate that

is farther from the actual source position is the phantom estimate. We measure the

performance of the algorithm by the localization error, which is the Euclidean distance

between the estimate and the actual source position. In some cases, the algorithms

would not produce any estimate due to singularity in the algorithm (for RoSD) or

divergence (for LgDTOA). For instance, the RoSD algorithm will not produce any

estimate when I ′i = I ′j in Equation (3.6). In these cases, the result is not included in

computing the localization error, but is counted as a false negative.

We perform the experiment with 25,000 different random source positions covering

the entire surveillance area. For each source position, the experiment is performed

with three different locations of S3. To ensure the significance of the result, we repeat

the experiment with 10 sets of sensor measurements for each combination of source

and sensor position. Figure 5.1 shows the localization error of the RoSD and LgDTOA

algorithms with a 4 µCi radiation source. The color in the figure denotes the average

localization error at that particular location.
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(a) RoSD, S3 = (50, 100) (b) LgDTOA, S3 = (50, 100)

(c) RoSD, S3 = (75, 100) (d) LgDTOA, S3 = (75, 100)

(e) RoSD, S3 = (100, 50) (f) LgDTOA, S3 = (100, 50)

Figure 5.1. Localization error of the RoSD and LgDTOA algorithms.
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The result indicates that the RoSD algorithm achieves low localization error when

the radiation source is located close to at least two sensors, relative to the distance

of the three sensors. The localization error increases as the overall distance between

the source and sensors increases. This is expected because the radiation intensity

recorded by the sensors is weaker when the radiation source is at a distance. In

general, the algorithm achieves low localization error when the radiation source is

located within the triangle formed by the three sensors. The triangle serves as the

limit for the distance between the source and sensors. Using this property, a good

sensor placement, which minimizes the localization error, should maximize the area

of this triangle. This can be accomplished by, for example, placing the sensors in the

corners of the surveillance area.

In addition, the radiation intensities measured by S1 and S2 are expected to

be the same when the radiation source is located equidistance to S1 and S2. In

practice, the measurements may not be identical due to the random nature of nuclear

disintegrations, but the difference between I ′1 and I ′2 will be small. As a result, the

RoSD algorithm is very sensitive to error because Lx
ij, L

y
ij, L

r
ij → ∞ when (I ′1 − I ′2) →

0. Because of this, the localization error is large when x ≈ 50 as shown in Figure 5.1.

For a quantitative comparison, we show the average, median, and standard de-

viation of the localization over the entire surveillance area in Table 5.1. The result

shows that the RoSD algorithm outperforms LgDTOA in both localization accuracy

and false negative rate. In addition, the standard deviation of the localization er-

ror for the RoSD algorithm is significantly lower than for the LgDTOA algorithm.

This implies that the RoSD algorithm consistently produces accurate estimates of

the radiation source. The result also shows that the RoSD algorithm has negligible

false negatives compared with the LgDTOA algorithm. False negative measures the

number of times the algorithm does not produce an estimate of the radiation source

out of the total number of simulation runs. Low values for false negatives indicate

that the algorithm is robust to noise and errors.



46

Table 5.1
Localization error statistics of the RoSD and LgDTOA algorithms.

Sensor False

Source Location Negative

Strength Algorithm S3 Average Median StDev Rate

1 µCi

RoSD

(50, 100) 18.28 15.25 12.97 1.94%

(75, 100) 19.05 15.78 13.79 1.98%

(100, 50) 23.90 17.75 19.64 2.16%

LgDTOA

(50, 100) 110.76 109.80 35.51 30.32%

(75, 100) 110.68 109.29 34.45 28.93%

(100, 50) 4497.89 98.02 > 106 34.40%

4 µCi

RoSD

(50, 100) 11.09 8.72 8.50 0.00%

(75, 100) 11.47 9.02 8.85 0.00%

(100, 50) 16.53 11.00 15.29 0.01%

LgDTOA

(50, 100) 111.81 112.09 35.66 20.19%

(75, 100) 112.19 112.18 35.32 19.41%

(100, 50) 110.66 98.49 90.97 32.40%

The result in Table 5.1 also shows that the LgDTOA algorithm does not benefit

from higher radiation source strength. In other words, localizing a strong radiation

source is as difficult as localizing a weak radiation source with the LgDTOA algorithm.

The localization error of the RoSD algorithm, however, is reduced when the source

strength increases. In addition, a lower standard deviation in localizing a stronger

source indicates that the RoSD algorithm produces a more reliable estimate when

localizing a stronger radiation source, which is a desirable property for a radiation

source localization algorithm.
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Table 5.2
Execution time statistics of the RoSD and LgDTOA algorithms.

Execution Time (ms)

Algorithm Average Median StDev

RoSD 0.0043 0.0018 0.0497

LgDTOA 27.0778 28.0159 10.2065

In addition to localization error, we measure the execution time for both the

DTOA and the LgDTOA algorithms. Specifically, we measure the wall-clock times of

the algorithms on an Intel R⃝ Xeon R⃝ E7450 CPU at 2.40 GHz. Each CPU has 12 MB

shared L3 cache and the machine has 24 GB RAM. The machine runs Linux 2.6.32.7,

and have no other programs running while the measurements are being taken. We

repeat the measurement 1000 times and report the statistic in Table 5.2. The result

shows that the RoSD algorithm runs 6297 times faster than the LgDTOA on average.

The speed-up is primarily because the complexity of the RoSD algorithm is O (1). The

source estimate is computed directly from Equation (3.5). The LgDTOA algorithm,

however, uses a bi-section procedure to iteratively search the parameter space for

the solution that matches the sensor measurements down to a specified fractional

tolerance ϵ. Depending on the initial guess of the solution and the value of ϵ, the

algorithm may take more time to execute.

5.2 Single Source Localization with the ITP Algorithm

We now evaluate the performance of the ITP algorithm presented in Section 3.2.

First, we evaluate the localization error of the algorithm with regard to the placement

of the radiation source. In our experiments, we maintain the size of the surveillance

area at 100 × 100 and place the sensors in a uniform grid in the surveillance area.
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The uniform grid placement is used because the uniform grid maximizes the trian-

gles formed by pairs of three sensors, which helps the RoSD algorithm to achieve

low localization error as discussed in Section 5.1. We evaluate the algorithm with

N = 32, 42, . . . , 62 sensors and a 4 µCi radiation source randomly placed within the

surveillance area. The background radiation at all sensor sites is B = 0 CPM. The

sensor efficiency and tolerance of the ITP algorithm are set to E = 0.02 CPM/DPM

and d = 1 in all subsequent experiments unless indicated otherwise. The value d = 1

is selected because the ITP performs best in this specified size of the surveillance

area. The evaluation of this parameter is discussed later in this section. We perform

the experiment with 25,000 different source positions covering the entire surveillance

area. For each source position, we repeat the experiment with 10 sets of sensor

measurements to ensure the significance of the result.

Figure 5.2 shows the average localization error of the ITP algorithm at each lo-

cation in the surveillance area. The color in the figure denotes the magnitude of the

localization error. The result shows that the ITP algorithm achieves a low localization

error at the majority of the places in the surveillance area, except at places near the

boundary of the surveillance area. As discussed in Section 5.1, the RoSD algorithm is

most efficient when the radiation source is located within the triangle formed by the

three sensors. When the radiation source is located near the boundary, the radiation

source cannot be located within the triangle for the majority of the sensor combina-

tions. As the localization errors for the majority of the candidate estimates increase,

the localization error of the fused estimate increases as well. This effect becomes

significant when the radiation source is located at the corner of the surveillance area.

Figure 5.3 shows the median localization error with respect to the number of

sensors and different source strengths. The result shows that increasing the number

of sensors and fusing the data with the ITP algorithm help improve the localization

accuracy significantly. The median localization error of a 4 µCi radiation source with

9 sensors using the ITP algorithm is 2.44 units compared to 8.72 units with the RoSD

algorithm, an increase of 4×. This improvement comes primarily from the fact that
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(a) 9 Sensors (b) 16 Sensors

(c) 25 Sensors (d) 36 Sensors

Figure 5.2. Localization error of the ITP algorithm with varying number of sensors.

phantom estimates are eliminated by the ITP clustering algorithm and measurement

errors are reduced by having more sensors in the surveillance area. In addition, the

false negative rate of the ITP algorithm is negligible, less than 0.7%, as shown in

Figure 5.3(b). Unlike the RoSD algorithm, in which false negatives occur when the

algorithm fails to produce an estimate given the measurements from three sensors,

false negatives in the ITP algorithm only occur when no significant cluster is formed

given all the candidate estimates. This happens when the similarity threshold d is

too small, or the noise/errors are unusually high. As expected, the false negative rate

decreases as the source strength increases as shown in the figure because the RoSD



50

0

1

2

3

4

5

0 10 20 30 40
Lo

ca
liz

at
io

n 
Er

ro
r

Number of Sensors

Src. Strength = 1
Src. Strength = 4
Src. Strength = 10
Src. Strength = 50

(a) Localization Error

0.0%
0.1%
0.2%
0.3%
0.4%
0.5%
0.6%
0.7%

9 16 25 36

Fa
ls

e 
N

eg
at

iv
e 

R
at

e

Number of Sensors

Src. Strength = 1
Src. Strength = 4
Src. Strength = 10

(b) False Negative Rate

Figure 5.3. Performance of the ITP algorithm with different number of sensors.

algorithm being used in the ITP algorithm performs better with stronger radiation

sources.

To put the performance of the ITP algorithm into perspective, we compare the

localization error of the ITP algorithm against other localization algorithms, includ-

ing the Maximum Likelihood Estimation (MLE) algorithm [14] and the Mean-of-

Estimator (MoE) algorithm [13] in a realistic setting, i.e., with background radiation.

One problem with this comparison is that the MoE algorithm assumes the localiza-

tion algorithm produces only one candidate estimate. In our case, the localization

algorithm may produce up to two estimates for each subset of 3 sensors. Because

selecting between the two candidate estimates for use in MoE has a large impact on

the localization error, we evaluate two possible approaches:
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Figure 5.4. Localization error of various algorithms with different
number of sensors.

• Smaller maximum distance to sensors: Labeled as MoE in the reported results

(Figure 5.4), this approach selects the estimate that has the smaller maximum

distance between the estimate and all the sensors.

• Random: Labeled as MoE/R in the reported results, this approach randomly

selects one of the two candidate estimates for use with MoE.

In the following experiments, a 4 µCi radiation source is randomly placed in the

surveillance area and the background radiation is B = 10 CPM. The experiment is

repeated 1000 times. Figure 5.4 shows the median localization error of all algorithms.

The error bar in Figure 5.4 denotes the standard deviation of the localization error.

The result shows that ITP and MLE achieve low localization error when N ≥ 9.

However, the standard deviation of the MLE algorithm is 3 times higher, on average,
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Figure 5.5. Localization error with different source strengths.

than the ITP algorithm, especially when there are fewer sensors in the surveillance

area. This is because in some cases, the initial values chosen by the MLE algorithm

are not close to the actual source position. As a result, the algorithm exceeds the

maximum number of iterations allowed in refining the source estimate. In other

words, the MLE algorithm may not consistently produce accurate estimates of the

radiation source although the median of the localization error is comparable to the

ITP algorithm. The MoE and MoE/R algorithms produce much larger localization

errors compared with the ITP and MLE algorithms because the MoE and MoE/R

algorithms cannot accurately disambiguate the phantom estimates.

The strength of the radiation source also influences the accuracy of the ITP algo-

rithm. Figure 5.5 shows the median localization error of all algorithms. In general,
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a strong radiation source is easier to detect and localize than a weak one because

the radiation from strong sources travels a longer distance. When a weak source is

present in the surveillance area, fewer sensors will be able to detect the source. This

leads to a smaller number of candidate estimates produced by the RoSD algorithm.

As discussed in Section 3.2.3, the performance of the ITP algorithm is degraded when

there are few candidate estimates. When more groups of sensors are able to produce

accurate candidate estimates for the radiation source, the increased number of can-

didate estimates helps the ITP algorithm to calculate a more precise estimate of the

source position.

The median localization error of the MLE algorithm is comparable to the ITP

algorithm in a network of N ≥ 25 sensors. However, both the localization error and

execution time of MLE have large variances, which indicates that the algorithm may

not consistently achieve a low localization error or execution time. In a network of less

than 25 sensors, the localization error of the MLE algorithm increases significantly.

This increase is caused by greater distance between neighboring sensors when there

are fewer sensors. As the distance between sensors increases, the intensity from the

radiation source to sensors decreases, thus the noise component in sensor measure-

ments increases relatively. In addition, a smaller number of sensors in the network

leads to a coarse likelihood function being used in the MLE algorithm. As a result,

the MLE algorithm has difficulty producing a consistent result and may often exceed

the maximum number of iterations allowed.

The localization error of the ITP algorithm decreases as the source strength in-

creases. This is a desirable property because strong radiation sources are dangerous,

and thus there is a need to localize such a source quickly and accurately. On the

other hand, given a stronger source, other algorithms do not produce a more accurate

estimate as shown in Figure 5.5. The localization error does not decrease because the

measured radiation intensity follows the Poisson process, where the variance of the

intensity measurements is equal to the mean. This indicates that a stronger source

will exhibit larger variance in the measurements. For the MLE algorithm, which seeks
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Figure 5.6. Localization error with varying ITP tolerance.

the best estimate given all the sensor measurements, the increase in the variance of

sensor measurements prevents the algorithm from producing a more accurate esti-

mate. For the MoE and MoE/R algorithms, which average all candidate estimates

produced, a larger variance undoubtedly leads to a larger error in the estimate pro-

duced. The localization error of the ITP algorithm, on the other hand, decreases in

the order of O
(

1√
Astr

)
as indicated by the best-fit line and equation in Figure 5.5(a).

This is primarily because the candidate estimates that have a large error are pruned

in addition to the phantom estimates. As a result, only the most accurate candidate

estimates are used in computing the fused estimate.

The parameter d in the ITP algorithm controls the maximum size of the region

that should not contain phantom estimates. A small value of d is sufficient with

error-free measurements, e.g. B = 0 CPM. When considering noise and errors such
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as background radiation, a larger value of d is required to tolerate the noise/errors such

that the ITP algorithm includes most, if not all, non-phantom estimates. Figure 5.6

shows the median localization error of the ITP algorithm with different values of

d ranging from 0.1 to 20. As shown in the figure, setting the value of d too large

degrades the localization accuracy because the algorithm is more likely to include

phantom estimates within the region. In fact, setting d = ∞ causes the algorithm

to behave similarly to the MoE algorithm. However, setting a small value of d also

slightly degrades the localization accuracy as some of the non-phantom estimates are

being excluded. Implicitly, the value of d gives a boundary to the region where the

radiation source is most likely to be contained. The result indicates that setting the

value of d to ≈ 6% of the inter-sensor distance yields minimum localization error.

In terms of execution time, we repeat the experiment with 4 to 100 sensors and

a 100 µCi radiation source. Both the radiation source and the sensors are randomly

placed in the surveillance area. We measure the average execution time of the ITP,

MLE, and MoE algorithms on an Intel R⃝ Xeon R⃝ E7450 CPU at 2.40 GHz. Each

CPU has 12 MB shared L3 cache and the machine has 24 GB RAM. The machine

runs Linux 2.6.32.7, and have no other programs running while the measurements are

being taken. We repeat the measurement 1000 times and report the average execution

time in Figure 5.7.

The result indicates that the ITP scales in O (N3) to the number of sensors N

as expected. In fact, the execution time of the ITP algorithm fits to a 3rd degree



56

polynomial with R2 value of 0.9995 (where R2 = 1 indicates a perfect fit) and with a

root mean square error (RMSE) of 3.84 ms (where RMSE = 0 indicates a perfect fit).

Nonetheless, the algorithm takes only 0.68 seconds to run, on average, even when the

experiment is scaled to 100 sensors. Moreover, the standard deviation of the execution

time for the ITP algorithm is between 0.07 ms and 74.4 ms, which indicates that the

execution time is very predictable regardless of the location of the radiation source.

The MoE algorithm is significantly simpler in fusing the candidate estimates and

therefore has a shorter execution time compared with the ITP algorithm. However,

the time required to enumerate the candidate estimates from all groups of three

sensors is similar to the ITP algorithm. In Figure 5.7, the difference in execution

time between the MoE and ITP algorithms represents the time in which the ITP

algorithm spent on pruning the parameter space and computing the fused estimate.

The execution time of the MLE algorithm, on the other hand, shows that the

algorithm executes faster with more sensors. This is due to the fact that the size

of the surveillance area is kept constant. Therefore, more sensors in the surveillance

area are closer to the radiation source thus measuring a stronger radiation intensity

from the source. The measurements that clearly indicate the presence of the radiation

source help the MLE algorithm to converge quickly, and thus the MLE algorithm has

a faster execution time. Nonetheless, the standard deviation of the execution time of

the MLE algorithm varies widely between 0.36 ms and 6369.48 ms, with the average

of the standard deviation being 3643.88 ms. This indicates that the algorithm may

take several seconds to process a single measurement. The variability of the execution

time may pose a problem when using the algorithm in a near real-time system. The

longer execution time and the larger variance are due to the cases where the initial

values are not close to the actual source position or with some particular combination

of sensor measurements. In these cases, the algorithm can take many iterations to

converge, and frequently exceed the maximum number of iterations allowed in our

experiments.
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Figure 5.8. Placements of the radiation source and sensors.

5.3 Testbed Evaluation of Single Source Localization Algorithms

In this section, we evaluate the performance of the ITP algorithm in a testbed

with an extremely low-intensity (0.911 µCi) point radiation source. We also set

up an identical simulation environment in order to ensure our simulation model is

realistic, as well as to validate the experiment result. First, we describe the setup

of the simulation experiments in Section 5.3.1. Second, in Section 5.3.2, we validate

the system models described in Chapter 2 to ensure that the simulation results are

realistic. After that, in Section 5.3.3, we characterize and compare the performance

of the RoSD algorithm with the LgDTOA algorithm. Lastly, in Section 5.3.4, we

evaluate the performance of the ITP algorithm, and compare its performance with

that of the MLE, MoE, and MoE/R algorithms in the case of more than 3 sensors.

5.3.1 Experiment Setup

In this experiment, there are 18 sensors in a 50 cm × 50 cm surveillance region.

Their positions are given in Table 5.3. Not all the sensors are activated in all the

experiments. A CS-137 point radiation source, which emits gamma rays, of intensity

Astr = 0.911 µCi is placed at (xs, ys) = (19.09, 19.09) in the testbed. All the dis-
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Table 5.3
Sensor coordinates in testbed evaluation.

Sensor X (cm) Y (cm) Sensor X (cm) Y (cm)

S1 36.52 29.89 S10 38.19 16.33

S2 27.45 29.70 S11 4.43 0.47

S3 26.13 40.46 S12 14.65 5.60

S4 18.53 37.08 S13 19.46 7.10

S5 10.11 41.57 S14 4.64 35.28

S6 32.31 12.00 S15 36.15 0.00

S7 0.00 0.00 S16 23.65 7.67

S8 5.24 21.10 S17 0.81 7.77

S9 3.13 15.77 S18 42.68 24.01

tance measurements are in centimeters (cm). The placement scenario is illustrated in

Figure 5.8.

In the testbed experiments, the distance between the radiation source and each

sensor is calculated according to Table 5.3. The radiation source is then placed at

the calculated distance from the sensors. Traces for S1 to S18 are collected by polling

the corresponding sensors every four seconds. A total of 3738 measurements are

collected for each sensor. The traces are not synchronized because they may not have

been taken at the same time. However, this does not affect the experimental results

because the underlying nuclear disintegrations follow a memoryless Poisson process.

The traces collected are then used to drive the experiments.

The radiation source being used in the testbed experiments needs to be extremely

weak for safety reasons. The intensity is so low that the sensors observe only the

background radiation when they are placed more than four feet away from the source.

This has restricted us to using a small size region in the experiments.
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Table 5.4
Measured efficiency of RFTrax sensors.

Sensor Average Source Average Background Efficiency

Serial # Intensity (CPM) Intensity (CPM) (CPM/DPM)

000877 4202.6938 10.5217 0.2078%

000809 6275.1239 13.6521 0.3096%

000841 4882.2561 18.4220 0.2405%

We replicate the testbed setup in the simulation environment both to validate the

testbed results and to illustrate the accuracy and practicality of the system models

presented in Chapter 2. In the simulation/testbed experiments, we evaluate the

localization algorithms with three variations of sensors:

1. RFTrax sensor (testbed) — The RFTrax RAD-CZT radiation sensor [37] is

manufactured by RFTrax, Inc.. The sensor uses the Cadmium Zinc Telluride

(CZT) detector technology and has a sensitivity of 0.1 mREM/hour. This

is the sensor deployed in our testbed. The RFTrax sensor has an embedded

micro-controller for data processing and communication. Unlike the majority

of radiation sensors on the market, which keep track of the radiation count

by minutes or report the individual radiation count, the RFTrax sensor keeps

track of the radiation count for the past one second only. Hence, the CPM count

reported by the sensor is the number of disintegrations detected in the past one

second multiplied by 60. The variance of the measurements is therefore 60 times

higher than normal. This problem is particularly acute for the extremely weak

0.911 µCi CS-137 point source being used in the experiments. To mitigate this

problem, we apply a moving average with a window of 60 measurements to the

sensor data. This is similar to taking the average of 60 seconds worth of data.
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2. Ideal sensor (simulation) — We simulate an ideal sensor, defined as one that is

capable of detecting all gamma rays radiated. The sensitivity of the sensor is

E = 1.0 CPM/DPM. There is no background radiation.

3. Model of real sensor (simulation) —We create a simulation model of the RFTrax

RAD-CZT radiation sensor using the specifications from the manufacturer. We

discussed the architecture of the sensor with a knowledgeable Engineering Man-

ager at RFTrax, Inc. and obtained the needed information, described above,

to model the firmware processing in the RFTrax sensor accurately. The sensor

efficiency being used in the simulation reflects the actual values obtained via

the calibration procedure described in Section 2.4. These values are given in

Table 5.4.

5.3.2 Validation of the System Models

We validate the system models presented in Chapter 2 by collecting traces of radi-

ation counts obtained with the 0.911 µCi CS-137 radiation source placed at specified

distances from the sensors. The measured radiation intensities and the corresponding

distances between the sensor and the radiation source are recorded. The experiment

is repeated 6 times with the source located at a different distance from the sensors

for each repetition. A total of 18 traces are collected and each trace contains at least

3738 measurements. The average intensities computed from the traces are compared

with the values computed from the sensing model. The result in Table 5.5 shows that

the model predicted values and the actual measurements differ by less than 5 CPM

for 89% of the time.

5.3.3 Evaluation of the RoSD Algorithm

In this section, we evaluate the performance of the RoSD algorithm in the testbed.

We activate sensors S7, S15, and S4 and measure the localization error of the RoSD
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Table 5.5
Comparison of the model and actual measurements from RFTrax sensors.

Sensor Distance Average Source Model Difference

Serial # (cm) Intensity (CPM) (CPM) (CPM)

000877

20.5 19.7025 20.4735 0.7710

18.0 21.0433 23.4207 2.3774

27.0 15.3083 16.2644 0.9561

19.3 19.5326 21.7461 2.2135

12.0 35.0893 39.4333 4.3440

12.3 34.5478 38.0493 3.5015

000809

13.5 37.0099 47.8211 10.8113

24.2 21.1236 24.3256 3.2020

14.0 32.3821 45.4362 13.0541

23.7 19.9144 24.7799 4.8655

21.7 22.1469 26.9211 4.7741

21.5 23.1495 27.1685 4.0190

000841

22.5 25.3450 28.0107 2.6657

15.0 38.3307 39.9434 1.6128

16.3 32.8900 36.6598 3.7699

14.2 40.3292 42.4244 2.0952

25.6 24.3019 25.8324 1.5304

24.1 25.8622 26.7819 0.9197

algorithm only, i.e., without running the ITP fusion algorithm. Because the fusion

algorithm is not used, phantom estimates produced by the RoSD algorithm are elim-

inated using the smallest maximum distance approach, i.e., we select the estimates

that have the higher signal-to-noise ratio (SNR). To ensure that the simplified algo-
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Table 5.6
Localization error statistics of the RoSD and LgDTOA algorithms in testbed.

Sensor Type Algorithm Average Median StDev False Negative

Testbed
RoSD 43.31 42.83 6.45 25.11%

LgDTOA 44.68 43.12 10.15 43.68%

Simulated
RoSD 43.29 42.27 5.32 11.16%

LgDTOA 44.05 42.05 9.40 23.32%

Ideal
RoSD 1.56 1.32 1.08 0.00%

LgDTOA 24.57 24.60 0.65 0.27%

rithm works, the three sensors selected are located such that the radiation source is

contained within the triangle formed by the sensors. The experiment is repeated 1000

times with different measurements.

Table 5.6 shows the localization error statistics and the false negative rates, i.e.,

the percentage of time where the localization algorithm failed to produce an estimate,

of the RoSD and LgDTOA algorithms. The table shows results for the testbed exper-

iment (labeled Testbed), for the simulation using the simulated model of the RFTrax

sensors (labeled Simulated), and for the ideal sensors (labeled Ideal). The results of

the experiment, both in the testbed and simulated RFTrax sensors, show that the

average and median localization error of both algorithms are similar. However, the

standard deviation of the LgDTOA algorithm is 57% larger. This suggests that the

RoSD algorithm has a more consistent result compared with the LgDTOA algorithm.

In addition, the false negative rate of the RoSD algorithm is 74% lower than the

LgDTOA algorithm. The lower false negative rate of the RoSD algorithm suggests

that the RoSD algorithm is more robust to noise and errors. The cumulative proba-

bility function (CDF) plot of the localization error in Figure 5.9 again confirms that

both the RoSD and LgDTOA algorithms have a similar localization error 90% of the
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Figure 5.9. Localization error of the RoSD and LgDTOA algorithms in testbed.

time. The LgDTOA algorithm produces estimates that are outside the surveillance

area 10% of the time.

In addition, Table 5.6 also shows experiment results for ideal sensors. The result

shows that the RoSD algorithm benefits a lot by having higher efficiency sensors. As

indicated in the table, the median localization error is reduced 32 times from 42.83 to

1.32 units. The false negative rate of the RoSD algorithm is reduced to zero by using

ideal sensors. On the other hand, the LgDTOA algorithm benefits less from higher

efficiency sensors.

5.3.4 Evaluation of the ITP Algorithm

In this section, we evaluate the performance of the ITP algorithm in the testbed.

We repeat the experiments in the previous section, but with more than three sensors

and the ITP algorithm. In this experiment, we compare the localization accuracy of

the ITP algorithm with other algorithms such as MLE, MoE and MoE/R. We sys-

tematically activate sensors S1 to SN for N = 4, . . . , 18, and the sensor measurements

are fed to all localization algorithms. The distances between the actual position of

the source and the estimates produced by all algorithms are presented. In the exper-

iment, the tolerance of the ITP algorithm is set to d = 1. Detailed evaluation of the

ITP tolerance parameter in the testbed are presented later in this section.
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Figure 5.10. Localization error of various algorithms with varying
number of sensors.

Figure 5.10 shows the localization error of the ITP, MLE, MoE, and MoE/R algo-

rithms in the testbed experiment. The results show that the ITP and MLE algorithms

have similar localization accuracy. In addition, the results also show that the MoE
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algorithm has a larger localization error when using ideal sensors, but the localization

error is similar to ITP and MLE when using real sensors (simulated/testbed).

There are two major factors to consider when determining the errors of the fused

estimates in the ITP algorithm. The first factor is the error produced by the lo-

calization algorithm. The second factor is the distance between the two candidate

estimates. The former is determined by the accuracy of the localization algorithm and

the magnitude of noise that is included in the computation. The latter is determined

by the sensor measurements and the sensor placements. For example, although the

MoE algorithm has no built-in design to disambiguate each pair of candidate esti-

mates, the omission will not have a large impact on performance, i.e., selecting one

over the other does not matter much, if the distance between the two candidate es-

timates is small (θ ≈ 0◦ in Equation (3.6)). The ITP algorithm, in contrast, has a

built-in clustering step to disambiguate the candidate estimates. This is very useful in

general, but appears less so if the phantom estimates are close to the actual position

of the source.

With ideal sensors, the RoSD algorithm produces virtually zero localization errors

due to high SNR measurements. Hence, the distance between the candidate estimates

is huge compared with the (almost zero) localization error. This leads to a very

low localization error in the ITP algorithm because the algorithm can accurately

disambiguate the phantom estimates. However, the MoE and MoE/R algorithms

produce large localization errors because the averaging includes phantom estimates

that are farther away from the actual source position. This is particularly acute when

there are fewer sensors in the surveillance area.

With real sensors (testbed/simulated), the localization error is much larger. Errors

due to the probabilistic measurements and background radiation cause the estimate

to deviate by as much as the distance between two sensors in the RoSD algorithm. At

the same time, the distance between the candidate estimates is similar to the distance

between the source and each estimate. In this situation, computing the average of all
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Figure 5.11. Localization error with varying ITP tolerance in testbed.

the candidate estimates, as in the MoE algorithm, may perform as good as the more

expensive ITP algorithm.

In order to choose the best ITP tolerance value for the testbed, we evaluate the

localization error with respect to various values of d. Figure 5.11 shows that the value

of d that produces the minimum localization error is around d = 6. Compared with

the simulation result in the previous section, where d = 1, the testbed experiment

requires a larger value of d because of the lower sensor efficiency and a higher noise

component in the measurements. Therefore, the non-phantom estimates are less

concentrated. By setting d to a larger value, more non-phantom estimates are included

in computing the fused estimate. Note that the value of d is not critical in the

localization accuracy of the algorithm. As shown in Figure 5.11, the localization

error increases very slowly when d increases or decreases.

5.3.5 Emulation of Larger Deployments and Stronger Sources

Our testbed is implemented on a 50 × 50 cm workbench using a point radiation

source of 0.911 µCi. Larger monitoring areas and stronger sources can be emulated

using the testbed as follows. Let remulated and rtestbed be the emulated distance and

actual distance on the testbed, respectively, such that remulated = sf · rtestbed. Sensor
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measurements of a radiation source of strength Atestbed on the testbed correspond

to the measurements of a source of strength Aemulated = s2fAtestbed in the emulated

configuration.

For example, remulated is in meters for a large courtyard and rtestbed is in centimeters

on the testbed. Then we have sf = 1 m/1 cm = 100 cm/1 cm = 100. Thus,

we can emulate sources with Aemulated = 10000 × Atestbed in the courtyard. The

emulated source can have a strength of 9110 µCi, which is much higher than the

safe level. Thus, much stronger sources can be emulated in our testbed using only a

weak source because the distances between the source and the sensors are also scaled.

Hence, we are able to retain the complexity of the localization problem in the testbed

without using actual strong sources in the experiments. In particular, this emulation

method can be used to map public open areas where radiation sources cannot be easily

deployed. However, sensors can be deployed in such areas to obtain background

radiation measurements, which can then be used as background measurements in

the testbed. While this approach is limited when background measurements on the

testbed are not the same as the emulated area, it is more accurate than a simulation-

only approach.

5.4 Multiple Source Localization

We conduct experiments to evaluate the performance of our multiple source local-

ization algorithm. We measure the performance of the algorithm by (i) localization

error, (ii) number of false positives, and (iii) number of false negatives. In measuring

the localization accuracy, the Euclidean distance between the actual source position

and the closest estimate is used. However, each estimate must uniquely estimates a

single source. In other words, an estimate cannot be counted twice. If no estimate is

within 40 units from the actual source position, that source is considered not detected

(i.e., a false negative). The estimates that cannot be traced to any actual source are

considered false positives.
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We simulate a 100 × 100 surveillance area with N = 6 × 6 sensors placed in a

uniform grid covering the entire surveillance area. All sensors receive a background

radiation of 0, 5, 10, or 50 CPM. These values are chosen to match typical environ-

mental background radiation, which is about 5–20 CPM as measured in the testbed

in Section 5.3. Several radiation sources of strength 4–1000 µCi are randomly placed

in the surveillance area. These source strengths correspond to typical dirty bombs

that could be used in an actual terrorist attack [22]. To put these source strengths

further in perspective, the radiation source in a radiotherapy machine is more than

1000 Ci strong [38]. Each simulation is repeated 10 times and the median results are

reported. In all the simulations, the standard deviation of resampling noise σN is set

to 3.0, and the fusion range is di = 28 for 1 ≤ i ≤ N . We use the same fusion range

for all the sensors because the sensors are arranged in a uniform grid.

In our simulations, sensor measurements arrive sequentially and in order. Here, we

introduce the notion of time step T . In each time step, each sensor in the surveillance

area submits one measurement update. Therefore, each time step is equivalent to

N iterations. All the reported simulations have 30 time steps.

5.4.1 Multiple Source Results

We report an experiment with two sources of different strengths located at (47, 71)

and (81, 42), and background radiation is 5 CPM. The performance of the proposed

algorithm is shown in Figure 5.12. In the figure, the large localization error in the

first few time steps is due to the fact that we initialized the particles uniformly and

randomly at the beginning due to the lack of additional knowledge. As a result,

the algorithm does not have enough information to accurately localize the sources.

As shown in Figure 5.13, randomly placed particles start to cluster at the radiation

sources as early as T = 1. As more sensor measurements become available, the

localization error quickly reduces to a small value.
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Because the particles are randomly located at T = 0, the algorithm may produce

many false positives because many places are thought likely to contain the source given

the very limited number of sensor measurements. As time proceeds, the number of

false positives is reduced because the sensor measurements do not give high weights

to those particles. In addition, there is an increase in the number of false positives for

stronger sources. The primary reason is that the radiation from stronger sources can

reach longer distances. This increases the ambiguities in the sensor measurements

because the measurements could be due either to a stronger source located farther

away or to a weaker source located closer to the sensor. As a result, the algorithm

is unable to reduce the weights of particles far away from the actual source, thus

producing false positives. The problem can be mitigated by reducing the fusion

range. However, without knowing the source strengths in advance, reducing the fusion

range can increase the false negatives because weaker sources are missed. The false

negatives, on the other hand, are close to zero, except when the source strengths are

very weak (e.g., 4 µCi) as shown in Figure 5.12(b). This is because the radiation from

weak sources appears to be similar to background radiation. This makes it difficult

for the algorithm to distinguish between radiation from a source and radiation from

the background.

We evaluate the algorithm in a scenario with three sources. The three sources are

located at (87, 89), (37, 14), (55, 51), and the background radiation is 5 CPM. In the

three-source simulation scenario, the results are generally similar to the two-source

case, as shown in Figure 5.14. However, the algorithm requires more time steps to

produce accurate results. Especially with the 4 µCi source, the algorithm takes 9 time

steps before producing accurate location estimates. In terms of false positives and

false negatives, similar trends are observed for the two-source scenario.

We also evaluate our algorithm with four different levels of background radiation:

0, 5, 10, and 50 CPM in scenarios with two sources. The radiation sources are 10 µCi

in strength and are located at (47, 71) and (81, 42). The results in Figure 5.15 show

that our algorithm can tolerate above-average background radiation as compared to
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typical environments. Higher background radiation only affects the first few time

steps of the algorithm. The results also show that the higher background radiation

has no impact on the false positives and false negatives.

5.4.2 Results with Obstacles

To evaluate how obstacles affect the performance of our algorithm, we repeat

the two-source simulations above, but added a U-shape obstacle in the middle of

the surveillance area as shown in Figure 5.16. The thickness of the obstacle is two

units, and the attenuation coefficient is µ = 0.0693. This value of µ corresponds to

halving the radiation intensity for every 10 units of thickness. It is selected such that

the obstacle does not completely block the radiation, but allows some radiation to

penetrate through it.

Figure 5.17 shows the localization error, false positives, and false negatives for var-

ious source strengths with an obstacle in the surveillance area as shown in Figure 5.16.

The radiation sources are located at (47 ,71) and (81, 42), and the background ra-

diation is 5 CPM. For comparison, we plot, in Figure 5.18, the localization error of

the scenario without the obstacle normalized to that of the same scenario with the

obstacle. Thus, in the figure, values greater than 1.0 imply that the scenario with

the obstacle achieves better accuracy. The figure shows that the obstacle improves

the accuracy of our algorithm by 24.5% for source 1, but degrade it by 2.4% for

source 2. The shielding by the obstacle, although partial, reduces the interference

between the two sources, causing the sensors to provide more accurate measurements

for the individual sources. However, the false positives and false negatives, with or

without the obstacle, are not significantly different, as shown in Figure 5.17. We

conclude that obstacles in the environment may have positive effects, but do not have

significant negative effects, on the localization. We will revisit the effects of obstacles

in a large-scale network in Section 5.4.3.
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Existing works that localize multiple radiation sources typically require modeling

all the sources and their interactions. In many cases, ambiguities cannot be resolved

because a strong radiation source can give a signature similar to multiple weak sources.

Obstacles in the surveillance area pose additional challenges for existing algorithms.

On the other hand, our algorithm can exploit the shielding effect of obstacles to

improve the localization accuracy.

5.4.3 Large Network Results

In this section, we illustrate the scalability of our algorithm by simulating a sce-

nario with 196 sensors placed in a grid and nine radiation sources of non-uniform

strengths (between 10–100 µCi) randomly placed in the surveillance area. In addi-

tion, three obstacles, each with a different thickness, each without a uniform thickness,

are placed in the surveillance area. The layout of this scenario is given in Figure 5.19.

In this simulation, we increase the number of particles to 15000, proportional to

the area increase. We evaluate the performance of our algorithm with and without

the obstacles. Figure 5.20 shows the localization error, false positives, and false

negatives of source 1–4 in the nine-source scenarios, with and without the obstacles.

The placements of the obstacles are shown in Figure 5.19. The data for source 5–9

are similar, thus are not shown. The results show that our algorithm achieves similar

localization accuracy in both the large and small networks, regardless of the number

of sources. Similar to the results in Section 5.4.1, the first few time steps produce a

large number of false positives and false negatives. In this case, the total number of

false positives and false negatives has increased by more than ten times due to the

increased number of sources. However, they quickly reduce to around 0.5 on average

after several time steps.

To illustrate the effects of the obstacles, we plot and compare the normalized

localization errors for the experiments with and without the obstacles in Figure 5.21.

The results show that some sources benefit from the obstacles more than the others.
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This is largely due to the placements of the obstacles relative to the sources and

sensors. Figure 5.22 shows the average improvements in the localization error in

time steps 5–29 for the scenario with nine radiation sources. The first five time

steps are omitted in the computation because they are not representative. The figure

shows that the five sources, located at (21, 170), (85, 176), (126, 208), (220, 68),

(193, 193), benefit from the obstacles. All these sources have at least one obstacle

located near them. Three sources, located at (63, 58), (115, 29), (202, 118), have

similar localization error with or without the obstacles. These sources do not have

obstacles near them except for the source at (202, 118). Lastly, only one source,

located at (156, 91), is affected negatively by the obstacle. The localization accuracy

of this source drops by as much as 25%.

5.4.4 Running Time

In this section, we demonstrate that our algorithm can take advantage of a multi-

core machine. This enables the algorithm to run quickly even for very large networks.

In this experiment, we measure the wall-clock time of the algorithm for each iteration.

We run the experiment on two machines. The first machine has a single socket with

an Intel R⃝ CoreTM2 Quad CPU at 2.40 GHz. The CPU has 4 MB shared L2 cache

and 2 GB RAM. The second machine has four sockets with 6-cores Intel R⃝ Xeon R⃝

E7450 CPU at 2.40 GHz. Each CPU has 12 MB shared L3 cache and the machine

has 24 GB RAM. Both machines run Linux 2.6.32.7, and have no other programs

running while the measurements are being taken. The average execution time of the

algorithm is listed in Table 5.7.

The result shows that our algorithm is highly scalable, with an average speed

up of 5× in moving from four cores to 24 cores. The majority of the concurrency

is achieved in computing the source parameter estimates using the mean-shift tech-

nique. Manipulating the particles in the predict and update steps does not consume
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Table 5.7
Average execution time of the multiple source localization algorithm.

Average Execution Time (seconds/iteration)

# Particles
4 cores machine 24 cores machine

N = 36 N = 196 N = 36 N = 196

2000 0.23 0.22 0.04 0.05

5000 0.54 0.47 0.12 0.13

15000 2.86 1.99 0.50 0.42

a significant amount of time, because the selective update property of the algorithm

effectively discards a large number of particles at the very first step of the algorithm.

The algorithm takes a fraction of a second to execute on average, even with

196 sensors and 15,000 particles. However, we notice that the first few time steps

take longer than average. This is due to the particles being uniformly and randomly

distributed at the beginning of the algorithm. As time proceeds, the particles will

concentrate at several spots. Therefore, the majority of the iterations only affects a

small number of particles and thus shorter execution time.
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Figure 5.12. Localization error (left) and false positives/negatives
(right) for the two sources of different strengths, without the obstacle.
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Figure 5.13. Progression of the particle filter over time.
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Figure 5.14. Localization error (left) and false positives/negatives
(right) for the three sources of different strengths, without the obsta-
cle.
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Figure 5.15. Localization error (left) and false positives/negatives
(right) for the two sources under different background radiations,
without the obstacle.
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Figure 5.16. Location of the obstacle in the 36-sensor scenario.
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Figure 5.17. Localization error (left) and false positives/negatives
(right) for the two sources of different strengths, with obstacle.
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in the 196-sensor scenario.
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Figure 5.20. Localization error and false positives/negatives in the
9-source scenario, with and without the obstacles.
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Figure 5.21. Normalized localization error of the 196-sensor scenario.
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6 CONFIRMING THE PRESENCE OF A RADIATION SOURCE

In Chapter 3, we considered the localization of a radiation source. The algorithm

presented there assumed that a radiation source was present, and therefore the lo-

cation and strength of the radiation source could be estimated. In this chapter, we

formulate the Localization Enhanced Detection (LED) algorithm that detects, and

thus confirms, the presence of a radiation source.

The detection problem is particularly important when the radiation source is weak

because the radiation level measured by the radiation sensors may be so low that it

appears to be normal variations of background radiation. While a long-term average

of the sensor measurements would result in elevated levels which could be detected

eventually, the focus of this chapter is on detecting the radiation source quickly to

ensure a fast response.

The detection of a weak radiation source is difficult due to two major reasons:

1. Varying background radiation: The background radiation may vary significantly

from one deployment region to another as discussed in Section 2.2. Such varia-

tion may lead to false positives that could cause unnecessary panic if they are

not interpreted carefully.

2. Probabilistic radiation measurements: Radiation sources generate probabilistic

measurements as discussed in Section 2.3. Typically, gamma radiation from a

point source follows the Poisson distribution. As the variance of the Poisson

distribution is equal to the mean, we expect large fluctuations in the sensor

measurements.

Due to the combined effect of the above factors, discriminating between mea-

surements due to a radiation source versus background radiation is difficult. As a

result, traditional detection methods that use a priori thresholds often return results
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corresponding to “ghost” sources—estimates that do not correspond to any actual

radiation source.

In this chapter, we demonstrate that detection and localization of radiation sources

can reinforce each other, in a two-step decision procedure. We present the Localization

Enhanced Detection (LED) method—which subsumes the detection and localization

problems—for a point radiation source using a network of radiation sensors. In the

first step, we utilize a localization method described in Chapter 3 to estimate the

location and strength of an actual or ghost radiation source. Consequently, using the

estimated source parameters, we utilize a sequential probability ratio test (SPRT) to

declare

1. the presence of a radiation source with the estimated parameters,

2. the absence of the radiation source, or

3. the insufficiency of the collected measurements to conclude.

The LED method utilizes the estimated background radiation of the given surveil-

lance area and the estimated source parameters, to formulate a SPRT based on the

Poisson point source model. Ghost sources, if estimated in the first step, will be

rejected by the SPRT to achieve a specified false positive rate, as they do not lead

to statistically consistent measurements. The estimated source parameters enable us

to formulate a more specific SPRT compared to detecting a general increase in the

radiation level, which in turn yields a decision with the least expected number of

measurements. Our approach is in contrast with conventional approaches in which

detection precedes localization as in several tracking applications [39,40].

The balance of this chapter is organized as follows. In Section 6.1, we introduce

the sequential probability ratio test for detecting a radiation source. Combining a

single radiation source localization algorithm in Chapter 3 and the SPRT test, we

present the Localization Enhanced Detection (LED) method in Section 6.2. Then,

we evaluate the proposed LED method with a three sensor network and a N sensor

network in Section 6.3 and Section 6.4, respectively.
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6.1 Radiation Source Detection using Sequential Probability Ratio Test

Let mt (Si) denote the measurement by sensor i at time t and Mt (Si) =

{mj (Si) | j = 1 . . . t} denotes all the measurements collected by sensor i within a

given time window 1 . . . t. By the definition of the Poisson process with parameter λ,

we have

P (k) =
λke−λ

k!
. (6.1)

Let Hc,i, where c ∈ {0, 1}, denote the hypothesis that the sensor measurements

correspond to the intensity λc,i at Si, where

λ1,i = Âstr

(
1 +

∣∣∣Si − Âpos
∣∣∣2)−1

+Bi (6.2)

and

λ0,i = Bi (6.3)

for the radiation source is present and not present, respectively. Utilizing the statis-

tical independence property of the measurements, we define the likelihood function

Lt,i =
P (Mt (Si) | H1,i )
P (Mt (Si) | H0,i )

= e(λ0,i−λ1,i)t

t∏
j=1

[
λ1,i

λ0,i

]mj(Si) (6.4)

which measures the likelihood that the sensor measurements correspond to a radi-

ation source of strength Âstr and located at Âpos, or just the background radiation.

For clarity, we drop the subscript i and t where there is no ambiguity. Let the de-

tection error probabilities be P (accept H1 |H0 ) = P10 (i.e., false positive rate) and

P (accept H0 |H1 ) = P01 (i.e., false negative rate). It is shown that [41]

E (L | H0 is true and H1 accepted) =
1− P01

P10

(6.5)

and

E
(
L−1 | H1 is true and H0 accepted

)
=

P01

1− P10

. (6.6)
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Equation (6.5) above states that the expected value of the likelihood ratio is 1−P01

P10

when we have a false positive. In other words, if we declare a source to be present

when L > 1−P01

P10
, the false positive rate will be less than P10. Hence, we would obtain

nearly the smallest possible number of samples if we declare a detection as soon as

L > 1−P01

P10
. By a similar argument as Equation (6.6), we would obtain nearly the

smallest possible number of samples if we declare non-detection as soon as L < P01

1−P10
.

Basically, the SPRT minimizes the expected number of steps needed to declare either

H1 or H0. In particular, the SPRT minimizes E [ t |H0 ] and E [ t |H1 ] given the

specified false positive and false negative rates P10 and P01.

In summary, the SPRT procedure can be described as follows:

1. If L < P01

1−P10
, declare no radiation source is present, namely hypothesis H0.

2. If L > 1−P01

P10
, declare the presence of a radiation source with strength Âstr and

located at Âpos, namely hypothesis H1.

3. Else, declare that the measurements are insufficient to make a decision and

continue collecting additional measurements.

The above SPRT procedure can be compactly expressed as

P01

1− P10

< Lt,i <
1− P01

P10

(6.7)

which also can be expressed in terms of the sum of measurements:

ln P01

1−P10
+ t (λ1,i − λ0,i)

lnλ1,i − lnλ0,i

<
t∑

j=1

mj (Si) <
ln 1−P01

P10
+ t (λ1,i − λ0,i)

lnλ1,i − lnλ0,i

(6.8)

The above SPRT is derived under the assumption that the source and background

radiation satisfy the Poisson distribution. While point radiation sources follow the

Poisson distribution, background radiation may not as it could be a combination of

multiple complex sources. In such a case, the false positive rate of the SPRT formu-

lation can be different, and can be approximated by using an empirical distribution

in computing P (Mt (Si) | H0,i ) in Equation (6.4).
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6.1.1 Expected Detection Time

In this section, we show that using an accurate estimate of the source strength

minimizes the expected detection time. We proceed by dividing all sides of Equa-

tion (6.8) by t, yielding

m̄ (Si) =
1

t

t∑
j=1

mj (Si) <
ln 1−P01

P10
+ t (λ1,i − λ0,i)

t (lnλ1,i − lnλ0,i)
(6.9)

for the upper threshold, and

m̄ (Si) =
1

t

t∑
j=1

mj (Si) >
ln P01

1−P10
+ t (λ1,i − λ0,i)

t (lnλ1,i − lnλ0,i)
(6.10)

for the lower threshold. As the following derivation is the same for both Equation (6.9)

and (6.10), we express both equations as

m̄ (Si) =
1

t

t∑
j=1

mj (Si) ≶
lnP + t (λ1,i − λ0,i)

t (lnλ1,i − lnλ0,i)
(6.11)

for P ∈
{

P01

1−P10
, 1−P01

P10

}
. Solving the above equation for the value of t, we have

t =
lnP

(lnλ1,i − lnλ0,i) m̄ (Si)− λ1,i + λ0,i

. (6.12)

The number of measurements required for SPRT to conclude H1 (or H0 respectively)

is given by Equation (6.12) if t evaluates to a positive value. A non-positive value

of t denotes that SPRT will never conclude H1 (or H0 respectively). Differentiating

Equation (6.12) with respect to Âstr yields

∂t

∂Âstr
=

lnP
(
1− m̄ (Si)λ

−1
1,i

)(
1 +

∣∣∣Si − Âpos

∣∣∣2)(m̄ (Si) ln
λ1,i

λ0,i
− λ1,i + λ0,i

)2 . (6.13)

By solving ∂t

∂Âstr
= 0, we conclude that the SPRT achieves minimum detection time

when

λ1 = m̄ (Si) . (6.14)

The above result concludes that the time required to make a decision is minimal

if the localization algorithm can provide an accurate strength and position estimate
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Figure 6.1. Expected number of samples needed for SPRT to make a decision.

of the radiation source as input to the SPRT detection. Because the background

radiation, source strength, and location are estimated, errors in the estimation may

cause an undesirably long detection time. Furthermore, the variance of m̄ (Si) is large

because it is averaged over a small number of samples.

Figure 6.1 quantifies the average number of measurements required in the presence

of imperfect estimations and measurements. The figure shows the expected number of

measurements required for SPRT to conclude either H1 or H0 for a strength measure-

ment that is only 10% higher than the background (λ0 = 10 CPM, λ1 = 11 CPM),

and false postive and false negative rates both equal to P01 = P10 = 0.01. As ex-

pected, the SPRT does not conclude a detection when the average sensor measurement

m̄ (Si) is lower than the estimated background radiation λ0. The expected number of

samples required to conclude non-detection increases as the average sensor measure-

ment increases. When m̄ (Si) > λ1, the SPRT could conclude a detection. However,

the SPRT could not immediately make the conclusion because the high measure-

ment may be due to normal fluctuations in the sensor measurements. By considering

more samples in the decision, the specified false positive and false negative rates are

satisfied.

We use simulations to substantiate the above conclusion. We simulate a radia-

tion sensor collecting measurements at a regular interval. First, the radiation sen-

sor collects 1,500 measurement samples, in the presence of background radiation



89

0

4

8

12

16

0.0 0.2 0.4 0.6 0.8 1.0

D
e

te
c

ti
o

n
 T

im
e

 
(#

S
a

m
p

le
s

)

Fixed Multiplier, f

Fixed Threshold

Perfect Strength and 
Location Estimates

Figure 6.2. Average SPRT detection time with different thresholds.

only. The background radiation is modeled as a Poisson random variable with a

mean of λB = 10 CPM. Subsequently, a radiation source is introduced and the

measurements are modeled as a Poisson random variable with a mean of λA =

λB + Astr
(
1 + |Si − Apos|2

)−1
. We perform SPRT on the measurements collected.

In the first attempt, we use a fixed constant multiple f of the background estimate as

λ1 = (1 + f)Bi and explore values of f between 0.1 and 1.0. In the second attempt,

we assume a perfect estimate of the source strength and location, i.e., λ1 = λA. Fig-

ure 6.2 shows the average detection time, with λA = 15 CPM and P01 = P10 = 0.01,

using a perfect estimate of the strength and location versus using a fixed threshold for

detection. The figure shows that the perfect strength and location estimates always

yield the minimum detection time. This result indicates that if the strength and

the location of the radiation source are not known in advance, the LED method will

outperform a fixed threshold detection method.

Despite a shorter detection time, the LED method has a slightly higher false

positive rate than the fixed threshold detection method, but the increment does not

exceed the specified false positive rate P10. Table 6.1 shows the average false positive

rates of the fixed threshold method (the FT column), and the LED method (the LED

column) with f = 0.3 and P01 = 0.1. The false positive rate of the LED method

decreases as the source strength increases. The fixed threshold detection method,

however, exhibits a relatively stable false positive rate. Table 6.2 shows the average
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Table 6.1
False positive rates of the fixed threshold detection method (the FT
column) and the LED method (the LED column).

Achieved average false positive rates

λA = λB + 1 λA = λB + 3 λA = λB + 5 λA = λB + 10

P10 FT LED FT LED FT LED FT LED

0.01 0.0055 0.0078 0.0055 0.0055 0.0055 0.0041 0.0055 0.0025

0.05 0.0291 0.0396 0.0293 0.0293 0.0291 0.0217 0.0289 0.0096

0.10 0.0593 0.0817 0.0594 0.0594 0.0593 0.0427 0.0589 0.0179

0.15 0.0868 0.1229 0.0869 0.0869 0.0868 0.0635 0.0865 0.0204

0.20 0.1161 0.1645 0.1162 0.1162 0.1161 0.0764 0.1156 0.0320

0.25 0.1455 0.2086 0.1458 0.1458 0.1457 0.1042 0.1452 0.0347

Table 6.2
False negative rates of the fixed threshold detection method (the FT
column) and the LED method (the LED column).

Achieved average false negative rates

λA = λB + 1 λA = λB + 3 λA = λB + 5 λA = λB + 10

P10 FT LED FT LED FT LED FT LED

0.01 0.6328 0.0124 0.0069 0.0069 0.0001 0.0050 0.0000 0.0026

0.05 0.6726 0.0473 0.0335 0.0335 0.0008 0.0251 0.0000 0.0151

0.10 0.6961 0.0905 0.0647 0.0647 0.0031 0.0490 0.0000 0.0273

0.15 0.7145 0.1334 0.0991 0.0991 0.0081 0.0722 0.0000 0.0302

0.20 0.7283 0.1765 0.1339 0.1339 0.0149 0.0935 0.0001 0.0464

0.25 0.7342 0.2170 0.1580 0.1580 0.0210 0.1293 0.0003 0.0501
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false negative rates with f = 0.3 and P10 = 0.1. The result suggests that obtaining

accurate strength and location estimates of the radiation source is desirable as it

reduces the false negative rate. As shown in the table, when λA < (1 + f)Bi, the

false negative rate increases beyond the predefined threshold P01. This is because the

fixed threshold method expects the source strength to be higher than the threshold

(1 + f)Bi. As the actual source strength is lower than the predefined threshold in

this case, the method incorrectly concludes that no source is present, which leads to

a high false negative rate.

6.2 The Localization Enhanced Detection Method

In this section, we develop a radiation source detection method by combining a

localization method presented in Chapter 3 with the SPRT detection method. The

LED method is designed to be executed at a centralized server. Initially, the system

is put into training mode where the background radiation measurements are collected

by each sensor and are then averaged to estimate the local background radiation level

Bi for all sensors 1 ≤ i ≤ N . Then, the network is put into monitoring mode, and

the detection of the radiation source is achieved using the following procedure:

1. Using the measurements from the sensors, we estimate the source location and

strength using a single source localization algorithm presented in Chapter 3.

2. Given the estimated location and strength of the radiation source from the

previous step, the threshold λ1,i and λ0,i are determined for all sensors 1 ≤ i ≤

N .

3. We utilize SPRT Lt,i to conclude H1 versus H0 at each sensor i. We declare

a source is present or absent if and only if the respective threshold conditions

are satisfied at a majority of the sensors. Otherwise, more measurements are

collected.
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Figure 6.3. Functional diagram illustrating the LED method. Thick
and thin arrows denote vector and scalar data, respectively.

Initially, the default hypothesis is H0, and this hypothesis changes only if H1 is

declared by a majority of the sensors. The above procedure has the lowest false

positive rate of the majority of sensors that declare H1 in order to assert the presence

of a source. Figure 6.3 shows a functional diagram illustrating the LED method.

6.3 Evaluation of the LED Method with Three Sensors

We evaluate the above LED method using a network of three sensors in simulation.

We measure the effectiveness of the method by evaluating the detection rate, the false

positive rate, and the detection time. In the simulations, we randomly generate 1000

radiation sources of strengths Astr = 105, 5×105, 6×105, 7×105, 10×105 CPM. These
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Figure 6.4. Performance of the LED method with 3 sensors.

levels of source strength correspond to the actual radiation sources between 2 and

23 µCi when measured by a radiation sensor with efficiency E = 0.02 CPM/DPM.

The average increase in radiation level over background level, at these levels of source

strength, is below 10% for most of the cases. However, over a short period of time,

variations in the background measurements could exceed 100%. In simulations, we

use the LgDTOA algorithm to estimate the source location and strength.

Figure 6.4(a) shows the detection rates with various source strengths for P01 =

P10 = 0.1. Although the average increase in the radiation level at the sensor locations

is within 5–10% for Astr = 5 × 105 CPM, the detection rate of the LED method

is higher than 95%. In addition, the result shows that the detection rate for source

strengths above Astr = 10×105 CPM is 100%. The detection time shows a decreasing

trend with increasing source strength as indicated in Figure 6.4(b). The trend is

expected as it is easier to detect stronger radiation sources. The average detection

time is less than 300 samples (or measurements) for Astr ≥ 5×105 CPM, even though

the average increase in the radiation level at the sensor locations is within 5–10%.

However, the detection times show large variations as illustrated in Figure 6.5(a), for

the case of Astr = 10 × 105 CPM. As shown in Figure 6.5(a), the detection time is

less than 500 samples on 800 out of 1000 trials.

When no radiation source is present, the high threshold for H1 will not be met. As

a result, the source estimate produced by the localization step will be discarded. In



94

0.0

0.2

0.4

0.6

0.8

1.0

0 20 40 60 80 100

C
D

F

Detection Time (x100 Samples)

(a) With a Astr = 10 × 105 CPM source and

B = 10 CPM background

0.0

0.2

0.4

0.6

0.8

1.0

0 5 10 15 20 25

C
D

F

Detection Time (x100 Samples)

B = 10 CPM

B = 100 CPM

(b) No radiation source and B = 10, 100 CPM

background

Figure 6.5. Cumulative probability distribution of detection times with 3 sensors.

our simulations with 1000 measurements andB = 10, 100 CPM, the proposed method

does not generate any false positives. The average times to conclude non-detection

are 159 and 1309 samples for B = 10 CPM and B = 100 CPM, respectively. The

cumulative probability distribution of the detection times with no radiation source is

shown in Figure 6.5(b).

When the expected background radiation level varies among sensors, the variance

of the sensor measurements is different from one sensor to another. In other words,

sensors with a higher background radiation level show larger fluctuations in the mea-

surements. As a result, the location and strength estimates of the radiation source be-

come less accurate and thus lead to a longer detection time. We evaluate the effects of

background radiation level by comparing the detection time and detection rate for dis-

similar background levels where ⟨B1, B2, B3⟩ = ⟨10, 20, 30⟩ and ⟨10, 30, 50⟩, and with

uniform background level B1 = B2 = B3 = 10 CPM. Figure 6.6 shows the simulation

result for different background radiation levels at different sensor locations. The solid,

dotted, and dash lines denote a uniform background level (B1 = B2 = B3 = 10 CPM),

⟨B1, B2, B3⟩ = ⟨10, 20, 30⟩, and ⟨B1, B2, B3⟩ = ⟨10, 30, 50⟩, respectively. The sensors

are located at S1 = (0, 0), S2 = (1000, 0), S3 = (600, 1000), and P01 = P10 = 0.1. The

result in Figure 6.6 agrees with our prediction. The average (and median) detection

time with a uniform background radiation level is 230.96 (median = 37) samples,
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whereas the average (and median) detection time for non-uniform background levels

are 341.56 (median = 63) samples and 619.83 (median = 74) samples for ⟨B1, B2, B3⟩

= ⟨10, 20, 30⟩ and ⟨10, 30, 50⟩, respectively. In all cases, the achieved detection rate

is 94%, which is higher than the specified 90% detection rate.

It is instructive to compare the LED method with existing detection approaches:

1. Compared with the existing detection methods, our method has a more focused

goal of detecting a point radiation source rather than a general increase in

radiation measurements. The SPRT guarantees that it is uniformly the most

powerful test at a given false positive rate, in terms of maximizing the detection

rate and minimizing the detection time.

2. Compared with the existing estimation methods, the ghost source phenomenon

is strictly controlled by the specified false positive rate in the LED method.

Furthermore, the in situ estimation of background radiation levels makes it

sensitive to variations in the background radiation across the deployment region.

3. Compared with the existing methods that utilize a detection method followed

by estimation, the LED method achieves a lower false positive rate since SPRT

does not have to account for all the possible source locations and strengths.
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6.4 Evaluation of the LED Method with N Sensors

In this section, we evaluate the LED method in conjunction with the N -sensor

ITP algorithm discussed in Section 3.2. Similar to the 3-sensor case, we measure the

effectiveness of the algorithm by evaluating the detection rate, false positive rate, and

detection time in simulation. We use the same simulation setup as in Section 6.3,

except that the ITP algorithm is now used as the localization algorithm. Although the

number of sensors has increased, the size of the surveillance area remains unchanged

in the simulations.
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Table 6.3
Statistics of detection time with varying number of sensors.

Astr = 105 CPM Astr = 10× 105 CPM

Number of Sensors 5 10 20 5 10 20

Average 209.65 284.09 454.35 5.56 6.06 7.37

Median 117 207 360.5 5 5 6

StDev 263.94 256.20 328.49 3.76 3.58 3.96

Figure 6.7 and Table 6.3 show the cumulative probability distribution and statis-

tics, respectively, of the detection time for Astr = 105 CPM and Astr = 10×105 CPM.

The background radiation level of the experiment is B = 10 CPM, and P10 = P01 =

0.1. The result shows that a system with N > 3 sensors achieves a faster detection

time compared to the case with 3 sensors. With 20 sensors, the median detection

time is merely 6 samples compared to 188 samples with 3 sensors (the LgDTOA plot

in Figure 6.7(b) shows the detection time in log scale). The improvement is due

to the increased localization accuracy of the ITP algorithm, which increases as the

number of sensors increases. As discussed in Section 6.1.1, the detection time is at

the minimum when source strength and location estimates are exact.

The detection time of a weaker source is longer because such a source is more

difficult to distinguish from background radiation. This is shown in Figure 6.7, in

which the median detection time is 117 samples for Astr = 105 CPM radiation source,

compared with 5 samples for Astr = 10× 105 CPM radiation source. In addition, the

detection time grows as the number of sensors increases as indicated in Figure 6.7.

Comparing Figure 6.7(a) and Figure 6.7(b), the median detection time increases

from 117 samples for 5 sensors, to 360.5 samples for 20 sensors. The increase in the

detection time is due to the fact that more sensors are required to agree with the same

conclusion before a decision is made. For instance, only three sensors need to conclude
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Figure 6.8. Detection time with varying false positive and false neg-
ative rates. B = 10 CPM, Astr = 10× 105 CPM.

H1 in a network of 5 sensors before declaring a detection. However, 14 sensors are

needed to conclude H1 in a network of 20 sensors before declaring a detection. With

a weak radiation source, more time is needed for many sensors to reach the same

conclusion. Furthermore, some of the sensors located far away from the source will

record measurements that have little difference from background radiation.

For real deployments, it is often useful to have short detection times, so that any

identified threat can be handled promptly. Shorter detection times can be achieved by

relaxing the specified false positive rate of the system, but there is a trade-off between

fast detection and reliability. Figure 6.8(a) shows that increasing the specified false

positive rate from 2% to 10% reduces the detection time by as much as 50%. Beyond

10%, the reduction in detection time becomes smaller as the specified false positive

rate increases further. On the other hand, varying the specified false negative rate

does not reduce the detection time significantly, as shown in Figure 6.8(b). The false

positive rate, but not the false negative rate, determines the detection time because

each additional measurement generally increases the likelihood that a radiation source

is present (as the radiation source is actually present). The state of the system remains

unchanged until the certainty about the radiation source has reached the specified
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Figure 6.9. Average detection rates and times of the LED method.

level, which is determined by the false positive rate and not the false negative rate. If

the sensor measurements are close to the background level, e.g. there is no radiation

source, then the false negative rate plays a major role in the decision of the LED

method.

The detection rate metric shows the sensitivity of the LED method when dealing

with weak radiation sources. Figures 6.9(a) and 6.9(b) show the detection rate and

the corresponding detection time for various source strengths: 1×105, 5×105, 6×105,

7 × 105, 10 × 105, and 11 × 105 CPM. The background radiation in the experiment

is B = 10 CPM, and P10 = P01 = 0.1. The results show that the LED method can

effectively detect very weak radiation sources. The detection rate is close to 100%

and the average detection time is less than 10 samples most of the time. The only

exception is when the source is extremely weak, at 1× 105 CPM, and there are only

5 or 10 sensors. In such a case, the detection rate drops to 95% (for 5 sensors)

or 90% (for 10 sensors). The detection rate for 10 sensors is lower than that for 5

sensors, because in the 10 sensor case, some of the sensors are too far away for reliable

measurements of the weak radiation source. As a result, it is more difficult for the

algorithm to get a majority vote of the sensors to conclude a detection, thus lowering

the detection rate. Even so, the false negative rate does not drop below the specified

false negative rate of 10%.
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Figure 6.10. False positive rates of the LED method with 5 sensors
using the ITP localization algorithm. B = 10 CPM.

The result illustrates the ability of the LED method to guarantee the detection

rate. The cost for providing the guarantee is in the longer decision time when the

measurements are less clear, i.e., when the source is weak. This phenomenon is

illustrated in Figure 6.9(b), where the detection time for a 1 × 105 CPM radiation

source is much longer than for stronger sources. Comparing Figure 6.9(a) and 6.9(b),

even a 20-sensor network gives a detection rate close to 100% when given a weak

radiation source, but the detection time is longer.

Compared with the LED method using 3 sensors (the LgDTOA plot in Figure 6.9),

detection using N sensors improves the detection rate and detection time significantly,

especially for weak radiation sources. For example, with a 1× 105 CPM source, the

detection time decreases from 904 samples for 3 sensors to 210 samples for 5 sensors.

For a stronger radiation source such as Astr = 10 × 105 CPM, the detection time

decreases from 154 samples to merely 6 samples.

A false positive occurs when the LED method concludes a detection when there

is in fact no radiation source present. This situation happens because radiation
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Table 6.4
Background radiation level at each sensor.

Bi (CPM) Bi (CPM)

i Uniform Small var. Large var. i Uniform Small var. Large var.

1 10 14 40 11 10 39 15

2 10 19 8 12 10 15 49

3 10 18 37 13 10 16 40

4 10 18 19 14 10 22 40

5 10 26 23 15 10 10 52

6 10 22 63 16 10 33 10

7 10 36 47 17 10 24 56

8 10 13 51 18 10 28 29

9 10 28 3 19 10 38 21

10 10 19 24 20 10 24 30

measurements are highly variable even when only background radiation is present.

To evaluate the false positive rate of the LED method, we simulate scenarios in

which there is no radiation source present and P10 and P01 are varied between 0.05

and 0.3. The result in Figure 6.10 shows that the actual false positive rates achieved

are well below the specified threshold. With 5 sensors in the surveillance area, the

false positive rate is only 0.33% for P01 = P10 = 10%. With 10 and 20 sensors, there

are no false positives at all. The result shows that the LED method is effective in

rejecting ghost sources and in detecting the actual radiation sources. Moreover, the

LED method is able to exploit information from additional sensors to arrive at a more

accurate decision.

Unlike the LED method with 3 sensors, varying background radiation levels have

minimal impact on the LED method with N sensors. We simulate three scenarios
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Figure 6.11. Cumulative probability distribution of detection times
for different backgrounds at different sensor locations using the N
sensor LED method.

with 5, 10, and 20 sensors, and three variations of the background radiation level. The

first variation has all background levels fixed at 10 CPM. The second variation has the

background levels randomly generated from a normal distribution with µ = 20 CPM

and σ = 10 CPM, and the third variation has µ = 30 CPM and σ = 20 CPM. The

exact values being used are listed in Table 6.4. The false positive rate, false negative

rate, and source strength being used in the simulations are P01 = P10 = 0.1 and

Astr = 5 × 105 CPM, respectively. The simulation results in Figure 6.11 show that

the detection time does not change significantly even when the background radia-

tion varies significantly. The reason is that the larger background radiation actually

reduces the detection time slightly due to a larger variance in the measurements. Al-
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though this may increase the false positives at individual sensors, these false positives

do not impact the overall performance of the system with an increased number of

sensors participating in the detection. The detection rate of the system remains close

to 100% even when background radiation varies significantly. This finding agrees with

the result presented in Figure 6.9.
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7 SOFTWARE FRAMEWORK

We have built an extensive software framework to support experiments on radiation

source detection and localization. The software framework is designed so that it can

be readily deployed on actual systems with minimal changes. In addition, the software

framework is general enough to support application domains that do more than just

radiation source localization. For instance, in Section 7.3, we will demonstrate the

use of our software framework in a structural assessment network.

The software framework follows the object-oriented programming paradigm and is

built on top of Microsoft .NET framework. The .NET framework is selected because it

is platform independent and cross language compatible. As a result, our software can

be used on both the Microsoft Windows operating systems and many variants of the

Linux operating system with Mono [42] installed. With cross language compatibility,

users are not restricted to a particular programming language. Users may use a large

variety of languages such as C++, C#, Visual Basic .NET, Fortran, and Pascal to

build application software or run experiments using our software framework.

The software framework has two components. The first is the sensor driver in-

terface which provides an abstraction layer for all sensor hardware. This allows ap-

plications to communicate with a large variety of sensors without worrying about

the low-level, device specific details. In addition, this allows future extensions of

the software framework to support new classes of sensors. Second, a library of tools

and localization algorithms are included in the software framework, which enables

users to build a localization system quickly as well as to evaluate the performance of

localization algorithms.

This chapter is organized as follows. In Section 7.1, we describe the architecture

of the sensor driver interface, and present the implementation of the RFTrax radia-

tion sensor driver. In Section 7.2, we present the algorithms and tools included in the
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software framework. Finally, in Section 7.3, we present a further application for struc-

tural health monitoring—the Rapid Structural Assessment Network—to demonstrate

the extensibility of the software framework.

7.1 Sensor Driver Interface

The sensor driver interface encapsulates the functionalities of generic sensor de-

vices. The interface consists of two parts: The first part is an interface for the sensors,

as defined by the ISensor class. This interface represents a physical sensor device such

as a RFTrax radiation sensor. Applications may access the features of the sensors,

such as hardware configurations and battery power level, through this interface. The

second part is an interface of a sensing channel, as defined by the ISensorChannel

class. The sensing channel is defined as a separate interface from the sensor device

because a sensor device may contain multiple sensors. For instance, a single MDA300

multi-sensor module from Crossbow Technology [43] includes temperature and hu-

midity sensors, as well as eleven analog-to-digital (ADC) input and six digital input

channels.

7.1.1 RFTrax Sensor I/O

We have implemented a driver for the RFTrax radiation sensor. The RFTrax

radiation sensor is a small form-factor radiation sensor with an embedded micro-

controller. The micro-controller handles data collection and processing as well as

data I/O. The sensor uses a RS-485 I/O interface for communication. The RS-485

I/O interface allows up to 32 sensors to be daisy-chained to the same network (see

Figure 7.1). Because multiple sensors may share the same network, it is crucial that

data communications are serialized correctly. For instance, when the host machine

requests sensor measurements, the host machine needs to wait for a reply from the

sensor before sending another packet to that same sensor, or to any other sensors on
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Figure 7.1. Daisy chain connection of RFTrax radiation sensors.

the same network. To simplify the process of communicating with the sensors, we

have developed a protocol stack to abstract the details of the communication protocol.

The protocol stack for RFTrax sensors is based on a layering architecture similar to

the OSI model. The architecture of the driver protocol stack is shown in Figure 7.2.

At the highest level, the application communicates with the sensors through API

function calls to the sensor endpoint, which implement the ISensor interface. The

sensor endpoint encapsulates the sensor functionalities into a user friendly object.

Application requests from the upper-layer are translated into data packets according

to the data communication protocol specified in [44] and are handed to the Channel

Access Coordinator at the lower layer.

The main functions of the Channel Access Coordinator (CAC) are to (i) multiplex

data packets from the upper layer, (ii) demultiplex data frames from the lower layer,

and (iii) regulate the access of multiple RFTrax endpoints to the communication

channel. The CAC also provides data packet buffering when the upper layer protocol

is not ready to process the packets received. When a data packet is received from

the upper layer, the CAC encapsulates the data packet into a frame. The frame

header contains an address that uniquely identifies the sensor hardware on the RS-

485 network and a checksum for error checking. The frame is sent to the lower layer

when the communication channel is ready.
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Below the Channel Access Coordinator is an abstraction of data stream Sys-

tem.IO.Stream, provided by the .NET framework. Examples of streams include RS-

232 serial ports, TCP/IP sockets, inter-process communication pipes, and files. This

abstraction allows RFTrax sensors to be connected to different types of networks

without modifying the upper layer of the protocol stack. Depending on the actual

instance of the network type, the data is then handed to appropriate operating system

components for transmission. For instance, in Figure 7.2, we illustrate a connection

to the sensor via a RS-232 serial port. We use a RS232-485 converter to convert the

RS-232 signal to a RS-485 signal because RS-485 ports are not commonly available

on desktop computers. However, if RS-485 ports are available on the host machine,

the RFTrax radiation sensors can be connected directly to the host machine without

the RS232-485 converter.

Communication originating from the sensors to the host machine is similar to

the above except that the direction is reversed. Data frames sent from the RFTrax

radiation sensors are received by the Channel Access Coordinator. When the CAC
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Table 7.1
Single source localization algorithms provided in the software framework.

Class Name Description

RoSD Ratio of Square-Distance localization method.

DTOA Difference of time-of-arrival localization method [11].

LogDTOA DTOA localization method in log-space [12].

MLELocalization Maximum Likelihood Estimation localization

method [14].

RoSDITPLocalization Iterative Pruning localization method.

RoSDMOELocalization Mean-of-Estimator localization method with candidate

estimates generated by RoSD [13].

RoSDQTLocalization An experimental localization method that uses QT clus-

tering algorithm.

PFMSLocalization Hybrid particle filter with mean-shift multiple source

localization method.

receives a data frame, a data checksum is performed to ensure the integrity of the

data packet. Then, the target endpoint at the upper layer is identified according to

the address specified in the frame header. The packet is then handed to the upper

layer or buffered, if the sensor endpoint exists. Otherwise, the packet is discarded.

7.2 Algorithms and Tools Library

The software framework includes a library of tools and localization algorithms.

This library enables users to build a localization system quickly as well as to eval-

uate the performance of the localization algorithms. Standard interfaces provided

in the library enable future extensions of the library with new components and en-

sure interoperability between the new and existing components. Similarly, by using
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Table 7.2
Analysis tools provided in the software framework.

Class Name Description

CubicSpline Cubic spline interpolation.

AverageVariance Real-time computation of average and variance.

DownhillSimplex Downhill simplex optimization algorithm.

GoldenSectionSearch One dimensional golden-section search opti-

mization method.

ExponentialAverage Real-time computation of exponential average.

MovingAverage Real-time computation of moving average.

PolynomialInterpolation Polynomial interpolation.

Integral Numerical integration using Romberg’s

method.

BisectionRootFinding Bisection root-finding method.

standard interfaces, simulated radiation sensors can be used side by side with real

radiation sensors and emulated sensors. This allows realistic large scale experiments

to be performed with the software framework.

To support large scale evaluations of a radiation sensor network without using

real radiation sensors, we have implemented the RFTrax emulator (see Section 7.2.1),

which accurately models the behavior of a RFTrax sensor. For configuring and di-

agnosing the RFTrax sensor, we have implemented the RFTrax sensor console (see

Section 7.2.2), which allows users to access to all functionalities of a RFTrax sensor

from a graphical user interface (GUI). The software framework also includes a simula-

tion environment modeling tool that allows users to specify a simulation environment

in a XML document (see Section 7.2.3). This modeling tool is fully integrated with

the localization algorithms to enable rapid evaluation of new algorithms.



110

Table 7.3
Probability distributions provided in the software framework.

Class Name Description

BinomialDist Binomial distribution.

GammaDist Gamma distribution.

NormalDist Normal distribution.

PoissonDist Poisson distribution.

TDist Student’s T distribution.

BivariateNormalDist Bivariate normal distribution.

BivariateNonparametricDist Bivariate non-parametric distribution.

ExponentialDist Exponential distribution.

GeometricDist Geometric distribution.

NonparametricDist Univariate non-parametric distribution.

In addition, we have included all the localization algorithms evaluated in Sec-

tion 5 in the library. The list of algorithms included and their class names are given

in Table 7.1. In addition, the library provides a number of widely used analysis tools,

statistical distributions, as well as random number generators such as the Poisson ran-

dom number generator for simulating sensor measurements and the Gaussian random

number generator for simulating Gaussian noise. The analysis tools are optimized for

real-time analysis of data while the experiment is running. All components are op-

timized for modern multi-core processors. Lists of components available are given in

Table 7.2, 7.3, and 7.4.

7.2.1 RFTrax Emulator

To support simulation experiments, we have implemented an emulation of the RF-

Trax sensor, with help from an engineer at RFTrax, Inc. The radiation measurements
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Table 7.4
Random number generators provided in the software framework.

Class Name Description

BernoulliDeviate Bernoulli deviate.

BinomialDeviate Binomial deviate.

ExponentialDeviate Exponential deviate.

NormalDeviate Normal deviate.

PoissonDeviate Poisson deviate.

UniformDeviate Uniform deviate.

EcuyerRandom L’Ecuyer random number generator

with Bays-Durham shuffle [45].

ParallelRandom Thread-safe random number generator.

from the emulated sensor are software programmable. The sensor emulator exposes

an interface for customizing the sampling function. For instance, users can set the

sampling function to a constant value, or use a Poisson random number generator to

generate realistic, but synthetic, measurements. This allows maximum flexibility in

simulation experiments.

Figure 7.3 shows the configuration of the protocol stack with the sensor emula-

tor. The sensor emulator reuses many of the components from the protocol stack.

Essentially, only the sensor endpoint from the protocol stack is replaced with an em-

ulator component. The functionalities of the sensor emulator component basically

complements the sensor endpoint. When using emulators, we use a memory mapped

buffer to communicate data between the protocol stack and the emulator stack, as

opposed to sending data to a physical I/O port. Other types of transport, such as a

network loopback adapter, can be used also. However, a memory mapped buffer pro-
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Figure 7.3. Attaching the RFTrax emulator to the protocol stack.

vides better performance because all the I/O occur in the user-space of the operating

system.

7.2.2 RFTrax Sensor Console

We have developed an application for configuring and demonstrating the func-

tionalities of RFTrax sensors. The application, named RFTrax Console, is built

utilizing the protocol stack. It provides a graphical user interface (GUI) for users to

interact with the RFTrax sensors as shown in Figure 7.4. The application supports

connections via RS-232 serial ports or TCP/IP networks. Once a connection has

been established, the application acquires all the configuration information from the

sensor. This includes the filter depth, alarm threshold, sensor bus address, and the

internal calibration value. Users can change these sensor configurations as well as

issue commands, such as putting the sensor into a power saving mode, directly from

the GUI. The application can be used to discover RFTrax sensors connected to the

network as well, by sending No Operation commands to all possible addresses and

listening for acknowledgments from the sensors. This application has been used to
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Figure 7.4. Graphical user interface of the RFTrax sensor console.

setup the testbed for the experiments presented in Section 5.3 and to help diagnose

various problems we encountered during our experiments.

7.2.3 Simulation Environment

The software framework provides a user friendly way to specify simulation environ-

ments. A simulation environment specifies all the properties in a virtual surveillance

area. This includes the sensor attributes (such as location, background radiation,

and efficiency), radiation sources (such as location, strength, and movement model),

and obstacles (such as shape, size, placement, and attenuation coefficient). Instead of

scripting the simulation environment using an ad-hoc approach, we specify simulation

environments in XML files and provide the infrastructure to load/save the simulation

environment to the application.

The XML format is both machine friendly and user friendly. The data in the

XML file is stored as plain text. Hence, users may edit the file with any text editor or
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Figure 7.5. The design of a crack detecting gage.

sophisticated authoring tool. For instance, users may create a simulation environment

in Google Earth and run the simulation on the realistic environment model. In

addition, the XML file is structured so that it can be efficiently parsed by an XML

parser. Many programming frameworks such as .NET framework and JavaTM, provide

extensive support for parsing XML files. Moreover, the format is forward compatible,

where future extensions to the data format are backward compatible.

7.3 Further Application to Structural Health Monitoring

The software framework presented has been used extensively for evaluating the

localization algorithms presented in this dissertation. To demonstrate its versatility,

we have extended this software framework to another domain, to develop the Rapid

Structural Assessment Network (RSAN) [46]. The RSAN is a structural health mon-

itoring system that uses a wireless sensor network and custom-built sensors, called

gages, to unequivocally detect cracks in critical structural elements.

In monitoring the structural integrity of a building, we seek to detect significant

cracks in critical structural elements, where crack widths exceed a predetermined

threshold. When significant cracks are detected, the safety of the structure can be

concluded directly.
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7.3.1 Sensor Design

To detect these significant cracks, we embed low-cost sensors at strategic locations

in the building structure. Each low-cost sensor, referred to as a gage, consists of a

short and narrow copper strip and two steel strips. The design of these gages is shown

in Figure 7.5. The copper strip being used to build these gages is 0.002 inch thick

and 0.125 inch wide, and the steel strip is 0.005 inch thick and 0.375 inch wide. Each

end of the copper strip is adhered to the steel strip. The total length of the gage

ls determines the area that can be monitored by a single gage. The clear distance

between the areas where the copper strip is adhered to the steel strips is referred to

as gage length, lc.

The gage is attached to a structural element at each of the two attachment points.

When cracks are formed on the structural element between the two attachment points

of the gage, the stress on the copper strip increases. The copper strip breaks when

the total deformation exceeds a predetermined value. The predetermined value is

determined via experiments and is correlated to the length of the copper strip.

Essentially, the parameters ls and lc determine the detection range and sensitivity

of the gage. Notice that if two cracks of widths l1 and l2, respectively, are formed

between the attachment points, the gage will break when l1+l2 exceeds the threshold.

7.3.2 Data Acquisition and Communication

To detect breakage of the copper strip, the gage is connected to a data acquisition

device. Data collected by the device is transmitted to a remote control center via

a wireless network. We discuss three alternative approaches to acquiring data: Pas-

sive RFID, the MICA2 motes with MDA300 data acquisition board from Crossbow

Technology, and the higher precision ADAM-6017 data acquisition module.
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Figure 7.6. Embedding the gage in a passive RFID tag.

Passive RFID

Gages can be embedded into a passive RFID tag, so that the status of the gages

can be queried by a nearby RFID reader. A RFID tag consists of an antenna loop

and a small microchip containing a small amount of information such as a unique

tag identifier. When a RFID reader excites the RFID tag with a wireless signal, the

RFID tag reflects the information stored in the microchip back to the RFID reader.

Because the RFID tag only reflects energy from the RFID reader, the RFID tag does

not require power to operate. RFID readers, however, are usually powered. In our

experiments, the RFID readers draw power from the USB port.

We embed the gage as part of the antenna loop as shown in Figure 7.6. When the

gage is not broken, the gage completes the antenna loop. Therefore, the functioning

RFID tag will respond when queried by an RFID reader. However, when the gage

is broken, the RFID reader will not receive a response from the RFID tag, thereby

allowing the underlying cracks to be detected.

In our implementation, we use RFID readers/tags manufactured by Phidgets

Inc. [47]. The Phidgets RFID reader returns the unique tag identifier of the RFID tag

whenever a tag comes into or goes out of range. The unique identifier of the RFID
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tag can be readily mapped to the deployment location of the tag, as the deployment

locations are known when the monitoring system is set up.

Under normal operating conditions, the RFID reader continually detects the pres-

ence of the tag until the gage is broken. The RFID reader reports that the RFID

tag has gone out of range when the gage is broken, signaling significant cracks have

formed. Two limitations of the Phidgets RFID readers used in our deployment are

that they have a small reading range (less than 30 cm), and they cannot selectively

communicate with multiple RFID tags that are within range. Moreover, multiple

RFID readers within reading range of each other can interfere. Therefore, we use one

RFID reader per RFID tag to simplify the experiments. However, we note that this is

a limitation of our current experimental hardware, and is not an inherent limitation

of passive RFID technologies.

The Phidgets RFID reader has a USB interface for communication. We use a

Keyspan US-4A USB server to connect multiple RFID readers to the network. The

Keyspan US-4A USB server allows up to four USB devices to be used across an

Ethernet network. By connecting the Keyspan USB server to a Linksys 802.11g

router, which in turn connects to the Internet, we can monitor the RFID tags from a

remote control center. This system configuration is shown on the left of Figure 7.7.

MICA2 Motes with MDA300 Data Acquisition Board

Crossbow MICA2 motes can be used to query the status of gages by connecting

a MDA300 data acquisition board [43] to a MICA2 processor/radio module. The

MDA300 data acquisition board has eleven channels of single-ended 0.0–2.5 V voltage

ADC inputs and six digital I/O channels. It also provides a 2.5 V sensor excitation

output that enables the gages to be powered by the data acquisition board instead

of an external power source. In our experiments, the motes are powered by a pair of

AA batteries. This provides power to the mote, data acquisition board, as well as

the gages.
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Figure 7.7. Three configurations of the remote monitoring network.

In our deployment, we connect a number of gages to both the analog and digital

channels of a MDA300 data acquisition board. The electrical connection is shown

in Figure 7.8. Terminal A and B in the circuit are connected to the input channel

and ground, respectively, on the MDA300 data acquisition board. The direct current

(DC) power source Vs in the circuit is connected to the 2.5 V sensor excitation output
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Figure 7.8. The wiring of a gage to the measurement hardware.

(labeled E2.5 on the MDA300 data acquisition board). The electrical circuit connects

a power source, a gage, and a resistor in serial. In this configuration, the voltage

between terminal A and B is equal to Vs when the gage is not broken. When the gage

is broken, the circuit is broken and therefore the voltage between terminal A and B

is 0 V. In an intermediate state in which the strip is stretched but not yet broken,

the voltage measurement corresponds to the resistance in the gage circuit.

The MICA2 mote collects data from the gages connected to the MDA300 data

acquisition board and sends that data over a 900 MHz wireless network. In our

deployment, we use a number of other motes as wireless relay nodes to relay the

sensor data to the Ethernet gateway (Crossbow MIB600) and then to the Internet.

The Ethernet gateway forwards data from the mote system to the Internet-accessible

remote control center. This setup is shown in the middle of Figure 7.7.

ADAM-6017 High Precision Data Acquisition Module

We have also experimented with an ADAM-6017 data acquisition module. The

ADAM-6017 module connects to a set of gages similar to the mote system and serves a

similar purpose. Compared with the MDA300 module, the ADAM-6017 module pro-

vides higher precision sensing and has a built-in Ethernet port. We connect a Linksys

802.11g router to the ADAM-6017 module to support wireless data communication,

as shown in Figure 7.7.
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7.3.3 Software Architecture

We have developed a GUI application software to remotely monitor the gages

installed on a building structure. The software is developed using the sensor driver

interface and tools in the software framework presented in Section 7.1 and 7.2.

The core of the software contains a collection of software components, for essential

sensor monitoring tasks including device and communication control, data collection,

selection, logging, and presentation. A sensor network deployment can be specified

by configuring the components as needed.
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The architecture of the software is shown in Figure 7.9. Directed lines show the

data and control flows between the software components. The software can be divided

into three layers. The highest layer, shown at the top of the figure, is the application

presentation layer; the middle layer is the sensor interface; the lowest layer, shown at

the bottom, is the device dependent sensor driver layer.

Application Presentation Layer

The BuildingViewer component in the application layer directs the overall sensor

network deployment. It interacts with the end user by accepting user commands and

displaying the current status of the monitored building in a graphical user interface.

BuildingViewer interacts with three components of class Experiment, SensorCollection,

and DataExport. The Experiment component manages the schedule of collecting and

logging data from the underlying sensors throughout the experiment. It controls tasks

such as receiving data and events from the sensors, timestamping the received data

and events, and setting experiment parameters such as the time of the experiment

and the size of the receiving data buffers.

The Experiment component uses the SensorCollection component for reading the

sensor data. In addition, SensorCollection manages the read and write of the sensor

configuration file described in Section 7.3.4. The DataExport component is responsible

for two important tasks: (1) Filtering data received by the Experiment component to

remove data that are not needed in the user report, and (2) formatting the sensor

data into a human readable output format. By extending the DataExport class, the

data can be exported in various forms, including spreadsheets, charts, text, or a SQL

database.

Sensor Drivers

The application communicates with the sensor devices via the sensor driver in-

terface layer. The interfaces in this layer are provided by the software framework
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described in Section 7.1. All sensor drivers implement the ISensor interface and this

layer enables interoperability among different types of sensor hardware.

Device dependent sensor drivers are implemented in the sensor driver layer. The

sensor driver layer realizes the low level communication protocols needed for the

sensor hardware to perform the tasks defined by the generic interfaces. We provide

synchronization mechanisms where necessary to allow safe multi-threading operations.

Thread safety is important because the application layer may run multiple threads

that attempt to gain access to the sensor resources concurrently.

The characteristics of our sensor hardware that impact the sensing application are

summarized as follows:

• Phidgets RFID reader. After initialization, the RFID reader monitors the

RFID signal continuously and sends a Tag event, along with the tag data, to the

driver when an RFID tag comes within range. Similarly, a TagLost event is sent

to the driver when a previously in range RFID tag is no longer present. The

driver captures these events from the RFID reader, and delivers the events to the

higher layer software which has subscribed to the events. In our application,

the Experiment component subscribes to the Tag and TagLost events. Note

that because the RFID reader updates the status of a tag only when a tag is

detected or lost, our software will not receive continual data updates from the

sensor. Instead, the status will be updated only when the gage is broken due

to cracks. Hence, the data rate of the RFID based sensor is extremely low in

our deployment.

• MICA2 motes with a MDA300 data acquisition board. The driver for

the MDA300 module handles communication between the control center and

the mote network gateway (see Section 7.3.2) via a TCP connection. In normal

operations, the driver receives heartbeat and data messages from the MICA2

motes accessible through the mote network gateway. The RSAN software infers

the status of each mote using the heartbeat and data messages received. In



123

particular, if no heartbeat message is received within the past ten seconds,

the driver concludes that the MICA2 mote (radio/processor module) is either

offline or malfunctioning. If no data from any data channel is received within

the past ten seconds, the driver concludes that the data acquisition module is

not connected or is malfunctioning. Otherwise, the driver parses the raw data

obtained from the mote to remove any escape characters and demultiplexes the

data to the correct sensing channels. The demultiplexed data are then sent up

to subscribing upper layer software.

• ADAM-6017. The ADAM-6017 driver communicates with a remote ADAM-

6017 data acquisition module over a MODBUS-TCP protocol stack. MODBUS

is the de-facto open standard for communication with a wide range of industrial

electronic devices, including the ADAM-6017 module. Our driver implements a

subset of this protocol to configure and read data from the remote ADAM-6017

module. For instance, the driver periodically sends a MODBUS query message,

at a user specified interval, to query all eight data channels of the ADAM-6017

module. The ADAM-6017 responds with a group of 16-bit unsigned integers,

each of which is either a voltage or current reading from a sensing channel (see

Section 7.3.2).

7.3.4 Software and Experiment Configuration

As the RSAN monitoring software is intended to be used for a wide range of ap-

plications and experiment scenarios, it is important that we provide a method for

incorporating off-the-shelf sensor and communication devices from diverse manufac-

turers into a working system. In addition, a uniform interface should be supported

to configure the different devices. We extend the simulation environment specifica-

tion file described in 7.2.3 to incorporate physical sensor information. Therefore, the

RSAN software basically contains a virtual view of the actual deployment of the sensor

network. This demonstrates the extensibility of the software framework to other do-
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<?xml version="1.0"?>

<sensorconfig>

<sensor id="200" type="phidgetRFID">

<description>Phidgets RFID Reader (17959)

</description>

<hardwareid>4627</hardwareid>

</sensor>

<sensor id="100" type="MDA300"><!-- omitted -->

</sensor>

<sensor id="300" type="ADAM6017">

<description>ADAM6017 Data Acquisition Module

</description>

<port>TCP:192.168.1.160:502</port>

<pollinterval>1000</pollinterval>

<channel id="0">

<description>ADAM6017 Channel #0</description>

<range min="-5" max="5"/>

</channel>

<channel id="1">

<description>ADAM6017 Channel #1</description>

<range min="-5" max="5"/>

</channel>

</sensor>

</sensorconfig>

Figure 7.10. An example of a sensor configuration file.
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mains and applications. An example of the configuration file is shown in Figure 7.10.

In this example, we configure a Phidgets RFID sensor, a Crossbow MICA2 mote with

a MDA300 data acquisition board, and an ADAM-6017 module. The root element of

the XML document is the sensorconfig element, which contains a sensor element

for each specific sensor device. The sensor element specifies the configurations of

the sensor hardware. The type attribute identifies the type of the sensor, so that the

appropriate drivers can be loaded during the initialization. There may be multiple

instances of the same type of sensor, in which case the id attribute of the sensor

element gives a unique ID for each of the instances. The sensor element, as well as

its child elements, may contain information that is specific to the sensor hardware

and, as such, is passed to the appropriate driver for interpretation.

As an example of driver dependent configurations, the port element of the ADAM-

6017 module in the configuration file identifies the TCP network port where the

sensor hardware is connected. Each channel element configures a data channel of

the ADAM-6017 module, where a gage is connected. In this configuration, a data

channel is named by the channel element, and is customized independently from

one another. Two ADAM-6017 channels are shown in this example. The channels

are uniquely identified by the id attribute of the channel element. As discussed

in Section 7.3.3, the ADAM-6017 module returns a 16-bit unsigned integer when a

channel is queried. The interpretation of this value depends on the configuration in

the ADAM-6017 firmware. For instance, when the channel is configured to measure

±5 V, the integer value 0 denotes −5 V and the value 0xFFFF denotes +5 V. On the

other hand, when the channel is configured to measure 0–500 mA current, an integer

value 0 denotes 0 mA and the value 0xFFFF denotes 500 mA. The range element

configures this mapping with the min and max attributes in the configuration file. All

these configurations are device dependent and are defined by the sensor driver.

The encapsulation of the hardware details in specific XML elements, as shown

in the above example, is highly desirable. This encapsulation allows the system to

support other types of devices that are not shown in this example.
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7.3.5 Conclusion

In this Rapid Structural Assessment Network, we have demonstrated the extensi-

bility of the software framework that we have developed. The sensor driver interface

we have designed allows simulated, emulated, as well as actual sensors to be used in

the application by implementing small modules that contain device dependent code

for the sensors. Environment model, simulation scenario, and application configu-

rations can be specified in an user-friendly XML file. The software framework thus

allows users to evaluate algorithms and systems efficiently, both in simulations as well

as in actual deployments.
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8 RELATED WORKS

The detection, localization, and tracking of signal sources (or targets) of various kinds,

including radiation sources, chemical plumes, wideband radio signals, and acoustic

signals have been well studied. In this chapter, we review related works in both

single source detection and localization (Section 8.1), and multiple source detection

and localization (Section 8.2).

8.1 Single Source Detection and Localization

Detection problems have been studied extensively over the past several decades

in the areas of signal detection [48–51], classification [52, 53], estimation [54, 55],

identification [56], and tracking [39], under various formulations. In general, the

area of detecting various radiation sources using individual sensors has been well

established in terms of both detection devices and detection methods [19, 57], most

of which are dedicated to single or co-located sensor systems. Traditionally, the

presence of a source is first confirmed based on measurements using a detection or

classification rule. Then, the measurements are used to estimate the parameters of the

source using an underlying linear or non-linear model with random noise components.

For example, one of the most studied formulations, the Kalman filter [36], assumes a

linear process model with additive independent Gaussian noise.

The detection and estimation of radiation sources of various kinds have been well

studied, particularly using a single sensor [19,58]. The detection of radiation sources

amidst background radiation has been studied using the sequential probability ratio

test (SPRT) for various scenarios such as long-term portal monitoring [57, 59, 60].

However, the existing works using the SPRT do not address the source localization

problem.
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Recently, using a network of sensors for detecting radiation sources has been

proposed. In particular, a linear arrangement of detectors has been considered in [61–

63], and an analysis of sensor network solutions has been carried out for a source

moving in a linear path [64]. The detection of a point radiation source using a sensor

network is addressed in [65], wherein sensor measurements are combined using a

copula function that captures the sensor correlations.

Localization of a signal source has been extensively studied as well [66–71]. Local-

ization has a wide range of important applications including location-aware monitor-

ing [72], network routing [73,74], context-aware services [75] and security [76]. A well

known class of localization is based on the time-of-arrival (TOA) of a signal. With

TOA, the sensors record the time at which a signal from the source is received. The

distance between the source and the sensor is then inferred by the time difference

between when the signal is sent and when the signal is received. Subsequently, the lo-

cation of the source is computed using the measurements from multiple sensors. This

technique has been used in several indoor localization applications [77–79]. However,

the TOA method requires strict time synchronization between the source and the

sensors in order to achieve high localization accuracy. In some applications such as

localizing hostile signal sources, time synchronization is difficult to achieve.

Another class of localization algorithms is based on the time difference of arrival

(TDOA) [80,81]. TDOA (sometimes referred to as DTOA in the literature) measures

the differences in time instants at which a signal emitted by the source reaches other

sensors. Hence, although the exact distance between the source and a sensor is un-

known, the differences in distance between the source and the sensors can be inferred

from the time differences. TDOA has been used for the localization of plumes (e.g.,

radioactive, biological, chemical) assuming idealized product-form plumes and an ex-

ponential decay function, i.e., a source of strength A will register a signal strength

of Ae−r at a distance r away [82]. When measurement and computational errors

are considered, a geometric approach has been proposed [11, 83] to solve the TDOA

problem with increased robustness. Specifically, their approach reduces the numerical
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instabilities when exact solutions of a system of quadratic equations are perturbed

by noise.

When angle of arrival (AOA) measurements are available, a signal source can be

located using a triangulation method [84–86]. In this approach, the sensors measure

the direction of the incoming signal. For RF signals, this can be achieved using

an array of directional antennas with each antenna pointing at a different direction.

Using the directional information collected from multiple sensors, the location of the

signal source is calculated. The AOA based technique can also combine with other

techniques such as TDOA to improve the localization accuracy as proposed by Yang

et al. [87].

Instead of inferring the distance between the source and sensors in the time do-

main, the received signal strength (RSS) can be used to infer the distance as well [88].

Signals such as acoustic wave and electromagnetic radiation attenuate when propa-

gating through space. Assuming the signal strength at the source is known, measuring

the attenuated signal reveals the distance that the signal has traveled. By measuring

the RSS at multiple locations, the source location can be estimated. The advantage

of a RSS based technique is that the measurement hardware is often less complex,

and therefore less expensive, than the measurement hardware for time-based mea-

surements. However, a RSS based method requires accurate modeling of the signal

attenuation. Accurate modeling of the signal attenuation can be difficult especially in

an indoor environment because obstacles, which may obstruct the signal or generate

multi-path interference, are difficult to accurately incorporate into the model [89].

To overcome the difficulties in modeling, Azizyan et al. [90] proposes a fingerprint-

ing solution. The proposed solution is divided into two steps—an offline (training)

step, and an online (matching) step. First, in the offline step, the signal strengths

at all locations in the surveillance area are measured. These measurements and their

corresponding locations are stored into a database. Then, for monitoring in the online

step, a measured signal is matched with the signals previously stored in the database.

In this case, modeling the signal attenuation is not needed and is replaced by match-
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ing the signal strengths between the measured signal and the sample signals stored

in the database.

Recently, several probabilistic localization methods have been proposed. In par-

ticular, Gunatilaka et al. [91] proposes a method for localizing a chemical plume using

data taken periodically from a network of chemical sensors. The proposed method

assumes that the chemical is released on the ground continuously. The localization

algorithm utilizes a sequential Bayesian framework, and Monte-carlo integration to

continuously compute the most likely position of the chemical plume. A similar ap-

proach is proposed by Robins et al. [92], which uses the Markov Chain Monte Carlo

(MCMC) method to efficiently localize the movement of plumes in account for com-

plex atmospheric dispersion.

In localizing a radiation source, the source strength is often used as the mea-

surement to infer the distance from the radiation source. Localization of a single

radiation source is typically solved by using the least square method [93] or the Max-

imum Likelihood Estimation (MLE) method [14]. Given a sensing model and sensor

measurements, the least square method searches for the parameters of the radia-

tion source that have the minimum error, whereas the MLE method searches for the

parameters that have the highest probability in fitting to the model.

Rao et al. [12] proposes the log-space TDOA algorithm (LgDTOA) that adapts

the TDOA algorithm [11] to log-space and uses the log-differences in source strength

measurements from three sensors to infer the source location. To tolerate the large

noise component in radiation strength measurements, a network of N sensors may be

used. Rao et al. [13] proposes the Mean-of-Estimator (MoE) method which first uses

the LgDTOA algorithm to localize the radiation source by all subsets of three sensors

and then linearly combines the location estimates to produce the fused estimate. A

similar fusion approach, where the localization results from all sensors are fused using

the Iterative Pruning (ITP) algorithm, is presented in [22].

Vilim et al. [94] proposes a system for monitoring the transport of radiation sources

with consideration of arbitrary obstacles in the surveillance area. The proposed sys-
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tem uses the MLE method, and measurements from a network of sensors, to localize

radiation sources. To incorporate arbitrary obstacles in the surveillance area, an

offline phase for fingerprinting the obstacles is required. In addition to estimating

the location of radiation sources, the proposed system also computes the confidence

interval in which the sources are located.

8.2 Multiple Source Detection and Localization

Localization of multiple signal sources is typically solved by using the Maximum

Likelihood Estimation (MLE) method [31]. The MLE formulation is similar to the

formulation for single source localization. However, the number of source parameters

required to estimate increases in proportion to the number of signal sources. There-

fore, in addition to estimating the source parameters, the number of signal sources

needs to be estimated as well. Estimating the number of signal sources is often re-

ferred to as the model order selection problem because the number of signal sources

affects the number of parameters in the model [32]. For instance, Ding et al. [95] uses

multi-modal sensor data to localize and track signal sources by modeling the sources

with a Gaussian mixture model and then using Bayesian Information Criterion (BIC),

a model selection algorithm, to estimate the number of sources. Then, an expectation

maximization (EM) algorithm and the mean-shift algorithm are used to localize and

track the sources.

Morelande et al. [96] localizes sensor nodes in a wireless sensor network using a

two-step approach. First, the distances among the sensor nodes are measured using

a radio interferometric positioning system (RIPS), which uses the phase difference

between signals that are simultaneously transmitted at a pair of nodes and received

at another pair of nodes, to compute the sum of range differences between the four

nodes. Then, the distance measurements are used as the input to a particle filter

for estimating the location of the sensor nodes. In their formulation, the number of

sensor nodes to be localized is known and therefore does not need to be estimated.
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Xia et al. [97] considers localizing multiple targets, which have unknown trans-

mitting signals, in multiple-input multiple-output (MIMO) radar systems. In MIMO

radar systems, the transmitters and receivers have multiple antennas. The proposed

solution assumes that the number of targets is known a priori and is less than the

number of receiving antennas. In addition, the solution assumes that the transmit-

ting antennas are sparsely located whereas the receiving antennas are closely placed.

As a result, the same signal is received by multiple receivers’ antenna and thus the

direction to the transmitter can be estimated. Their paper proposes and compares

several formulations of the MLE method to estimate the direction to the targets.

Then, the mixing of the signals are estimated using blind signal processing (BSS).

For localizing radiation sources, similar solutions have been proposed. For in-

stance, Morelande et al. [30] estimates the number of radiation sources using a model

selection algorithm, and then computes the source parameters using the MLE method.

As reported in [30], the accuracy of the model selection algorithm degrades when the

number of sources increases. In addition, using the EM or MLE method to estimate

the source parameters is computationally intensive when the model has many param-

eters. In fact, each additional radiation source increases the number of parameters

in the model by three and the efficiency of the algorithms does not scale beyond four

sources.

In [98], the authors propose to solve the multiple source localization problem by

using a convex optimization method that assumes the radiation sources are located

in a grid over a region of interest. The proposed method discretizes the search space

and attempts to detect and localize a source in each discretized location in the search

space. Depending on the granularity of the discretization, the algorithm can take up

to 209 seconds to run on a Dell desktop computer with dual-core Intel R⃝ Pentium R⃝

CPU at 2.40 GHz and 4 GB RAM, as reported in the paper. This prohibits the

algorithm from scaling to a large network of sensors.

The use of a particle filter to localize multiple radiation sources has been proposed.

For instance, Ristic et al. [33] formulates the localization problem, both estimating
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the number of sources and the source parameters, as a sequential Bayesian estima-

tion problem and solves the problem using a particle filter. In the solution, mobile

sensors are tasked to measure the radiation intensity at various locations. These mea-

surements are then used in the particle filter to refine the parameter estimates. To

determine the next location for sensing, their formulation computes the anticipated

information gain at future positions and selects the best location for the sensing.

Similar solutions have been proposed [29,99]. The proposed solutions use joint multi-

target probability density as a likelihood measure of the source parameters in the

particle filter formulation.

Localizing targets in environments with obstacles has also been considered. In [100],

the algorithm solves the localization problem by assuming that the placements of ob-

stacles are known to the algorithm. The algorithm discretizes the search space and

finds the probability p of a target being located inside a cell. Because the location

is known, p can be calculated easily with consideration for the obstacles. Nonethe-

less, the complexity of the algorithm is exponential with regard to the number of

sensors. In [101], the proposed method uses mobile robots to search for a point radi-

ation source. In the paper, the authors focus on planning the robot movements such

that each move maximizes the information gain in the search. The detection and

localization of the source during the search is performed using a particle filter. Other

efforts have mainly studied how obstacles affect sensor communication and motion

planning rather than how they affect the source localization algorithms. For instance,

the problem of tracking a target using mobile robots, while detecting and avoiding

obstacles that may block the target signals, has been studied in [102,103].
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9 SUMMARY

The ability to detect and locate radiation sources quickly is very important for pro-

tecting people against stealthy attacks from RDDs. In this dissertation, we have

studied efficient methods to detect and locate radiation sources, especially shielded

radiation sources that appear to be similar to background radiation, using a network

of radiation sensors.

Radiation intensity measurements are inherently noisy. Using a minimum of three

sensors, we have presented the Ratio of Square-Distance method (RoSD) that com-

putes the source estimate in O (1) time. Our evaluation has shown that the RoSD

algorithm achieves significantly lower localization error and also runs faster compared

with the existing log-space DTOA algorithm (LgDTOA).

When more than three sensors are available, we have presented the Iterative Prun-

ing (ITP) algorithm to localize a radiation source. We have shown that the localiza-

tion accuracy of the ITP algorithm improves with the number of sensors. Our evalu-

ation results have shown that the ITP algorithm outperforms the Mean-of-Estimator

(MoE) algorithm, and has an accuracy comparable to the Maximum Likelihood Es-

timation (MLE) algorithm. In addition, the ITP algorithm generally has a faster

execution time compared with the MLE algorithm because the ITP algorithm does

not require an expensive multidimensional optimization over a large parameter space.

To localize multiple radiation sources in a sensor network, we have presented a

hybrid formulation of a particle filter with a mean-shift technique that works well

even with the presence of obstacles. The proposed method is efficient in handling

multiple radiation sources and is scalable to a large sensor network. Unlike existing

algorithms, the proposed algorithm requires neither the number of sources to be

known in advance nor an expensive statistical method to estimate the number of

sources, and does not require detailed specifications of obstacles in the environments.
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Thus, our algorithm can enable existing sensor networks to localize multiple sources

without explicitly modeling all the radiation sources and obstacles, a capability not

currently available to such networks. Our simulation results show that the proposed

algorithm can accurately localize radiation sources with low false positive and low

false negative rates.

To confirm the presence of the estimated source, we have presented the Local-

ization Enhanced Detection (LED) method. This method incorporates the source

estimate into the detection process, instead of localizing the source after a radiation

source has been detected. We have shown that this approach outperforms existing

detection methods with lower false positive and false negative rates, and with a faster

detection time.

We have built an experimental testbed to evaluate the proposed methods in this

dissertation with a 0.911 µCi CS-137 radiation source. In addition, we have devel-

oped a versatile software framework to operate the testbed hardware. The software

framework is designed in such a way that the components are ready to be deployed

in an actual system implementation. We have demonstrated the versatility of the

software framework by using it to build the Rapid Structural Assessment Network

for structural health monitoring.
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