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Abstract—The pervasive use of SMS is increasing the amount of digital evidence available on cellular phones. Consequently it has 

become important to detect SMS authors, as a post-hoc analysis technique deemed useful in criminal persecution cases. This paper 

investigates an N-grams based approach for determining the authorship of SMS messages. Despite the scarcity of words in SMS 

messages and the differences between SMS language and natural language characteristics, the chosen method shows encouraging 

results in identification of authors.  In this paper the effects of the gram size and the similarity scoring technique on the prediction of 

SMS message authors are also examined. 

 

Index Terms— SMS, Authorship, Digital forensics, N-grams 

 

I. INTRODUCTION 

N the Internet, people turn to some form of textual communication to maintain their relationships (i.e., social networks) in a 

relatively safe environment. For wireless communications on cellular phones, one such textual environment is SMS 

messaging. Research has shown that environments of this kind permit higher levels of visual anonymity when compared to 

face-to-face communication [1].  
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However, the visual anonymity can be misused and exploited by criminals. One way of ensuring the integrity of visual 

anonymity is through linguistic analysis of text being communicated, focused on identifying the author of a particular text. We 

look at two real life cases where authorship attribution was performed. The first is the Danielle Jones case [2]. Danielle Jones 

disappeared on the 18th of June in 2001 and around the same time some text messages were received from her phone. There was 

a suspicion among Law Enforcement officials that the messages were not actually written by her. In the Jones case, linguistic 

analysis concluded that the messages were more likely written by her uncle. The second is the Jenny Nicholl case. In the Nicholl 

case, linguistic analysis showed that the text messages sent from her cellular phone were most likely written by her ex lover [3]. 

Authorship attribution is a growing scientific field. Over the years, as there has been a shift in textual environments, going 

from paper to digital, authorship attribution studies that have been undertaken have ranged from being able to identify 

Shakespearian literature [4] to being able to identify authors of online forum postings [5] and e-mails [6]. However, sparse 

attention has been given to the authorship attribution of SMS messages on cellular phones. The importance of scientifically 

studying the authorship of SMS messages is growing as the Cellular Telephone Industries Association (CTIA) reports that the 

number of monthly SMS messages has reached 75 billion and the number of annual SMS messages has reached 600.5 billion as 

of Jun 2008 [7].  

 

II. THE N-GRAM APPROACH 

1. An overview of N-grams 

The concept of N-grams was first introduced in Shannon's seminal paper on Information Theory [8]. An N-gram is a token 

consisting of a series of characters or words. A token is generated by moving a sliding window across a corpus of text [9] where 

the size of the window depends on the size of the token (N) and its displacement is done in stages, each stage corresponds to 

either a word or a character. Based on the different types of displacements, N-grams can be classified into two categories: 1) 

character based and 2) word based [10]. In this paper, character based N-grams are used. The normal value of N used when 

performing information retrieval on an English corpus is 2 or 3 since few words in English share the same bigrams and trigrams 

[13].  Research literature indicates the same for other dictionary-based languages as well [14]. To illustrate the concept of 

character N-grams, let us take the word “Information”. If we attempt to acquire the character bigrams and trigrams for that word, 

we get the following: 

Bigrams:  IN, NF, FO, OR, RM, MA, AT, TI, IO, ON 

Trigrams: INF, NFO, FOR, ORM, RMA, MAT, ATI, TIO, ION 



 

 

Shannon used character based N-grams for analyzing and predicting printed English [11]. Since then, his approach with 

character based N-grams has been applied to other areas like spelling and error correction, text compression, language 

identification and text search and retrieval [12].  

The N-gram based similarity between two words is measured using one of the many similarity measures available for token-

based systems like Dice’s coefficient, Euclidean Distance etc [15]. 

2. The Need for N-grams in SMS authorship 

A considerable amount of research has been done for authorship attribution. These systems work on the principle that an 

author rather unintentionally uses semantic and syntactic devices at every level of written text and the context provided by them 

is strong enough to correctly determine authorship [16]. 

Many algorithms have been designed to this end. The most common approach involves stylistic analysis. It has two steps: 

First, the style features in the text are extracted using tagging, parsing or other similar Natural Language Processing (NLP) 

techniques [17]. Second, classification is done on the feature set obtained to select the relevant features using goodness of fit 

tests (e.g., Chi-Square or Kolmogrov- Smirnov) or information of correlation within the feature set [17] features, which are 

ultimately chosen, give the best representation of the author’s vocabulary and the frequency of the words that they use most 

often. This approach has its own problems. First, feature extraction based on stylistic markers is not language independent, since 

different languages have different styles. As a result, the parser that can find features in a text of English will be of no use when 

working with a language that has a completely different structure, say Japanese or Chinese [18].  Second, although feature 

selection is an inevitable part of the analysis, it can remove insignificant features that may provide little impact individually, 

however, they may still exhibit a higher cumulative effect [19].  

Other than the aforementioned problems, there are even more issues when standard approaches are used with SMS messages 

as the text source in digital forensics. First, most standard approaches assume a large text to work with in order to extract 

features and perform classification. However, in cellular phone forensics, data for a message and the number of messages for a 

user may be very limited. Concurrently the probable author set may be large which makes classification difficult. Secondly, 

SMS messages do not conform to a fixed syntactical structure (as most languages do) and vary from user to user. This renders 

syntactical features ineffective and reduces the relevant feature set for classification. Finally, in forensic analysis of SMS there is 

a need for high processing speed. Investigators are bound by extreme constraints when working on cases and they cannot expend 

too much time or other resources to provide them with a probable solution [20].  



 

3. Advantages of N-grams 

N-grams based authorship attribution is a simple method.  The author profile is the N-grams that are used frequently and their 

corresponding frequency in a SMS text. The two important operations are:  

1. Generating the optimized set of N-grams to be included in the author profile. 

2. Calculating the similarity between two author profiles.  

 

Some of the advantages that this approach has over traditional systems when using SMS data are: 

1. N-grams are independent of the language under consideration. They are able to find the roots of common words in the 

messages during the generation process [9]. N-grams have been used for non-language systems such as DNA [21] and 

Music [22]. 

2. There is no need for segmentation of the text in words when using character-based N-grams [14], which is unlike other 

methods that require lexicons for gender, plurality etc [9]. This is especially useful when working with messages from 

Asian Languages where borders between words are not strongly marked [9]. 

3. There is a high tolerance for spelling mistakes and deformations since an N-gram approach creates a character based 

lexicon for an author and does not use a natural language based lexicon [9]. This is useful when working with SMS since 

its syntactical nature is based on changing word forms (e.g., The number 2 used instead of the word to) and varies from 

one person to another. 

4. The generation process can be computationally intensive and depends on the amount of data provided. This would be an 

issue when working on N-gram generation of books, articles or any other large documents. However, SMS messages are 

small, and the computational overhead is considerably reduced when compared to other traditional systems. Similarity 

calculation is a rather simple process on the token sets obtained, which makes N-gram generation extremely feasible in real 

life applications for SMS message authorship attribution. 

 

III. METHODOLOGY 

Our methodology consists of three major steps: 

1. Selection of the working data set (corpus). 

2. Implementation of the N-gram generation and similarity scoring algorithms. 

3. Variation of the parameters of the experimental setup. 

4. Integration of steps 2 and 3 into a robust testing system. 



 

1. Selection of the working data set (corpus) 

In order to acquire SMS messages for the study, an online, freely available SMS corpus was used. This corpus was created as 

part of research at the National University of Singapore [23] and is available to the public. The SMS corpus includes 10,118 

SMS messages, 4635 messages of which did not have an author identification assigned to them. The messages tagged with user 

ID numbers could be grouped into 132 users. Many authors had a small number of messages. For the testing environment of our 

authorship attribution system, the corpus was parsed to retrieve the authors with at least 50 messages. This yielded a total of 28 

authors. The author IDs and their respective messages together constituted the working corpus for the experiment. The final 

working corpus had 1400 messages (28x50). 

2.  Implementation of the N-gram generation and similarity scoring algorithms 

The C# programming language was used for implementing the N-gram generation and similarity scoring algorithms. This was 

done since the authors were more experienced in working with the C# language making the programming tasks more time 

efficient. Furthermore, there are resources on N-gram generation and similarity scoring in C# available on the Internet.  

The N-gram tokenization technique was programmatically implemented by the authors and generalized to make it possible to 

work with varying gram sizes. In most systems using N-grams (documents, e-mail) capitalization and word spaces are removed. 

With SMS, the authors make the assumption that this is not feasible since the data available is limited in a single SMS message 

and that these could be stylistic features that are unique to an author. Besides these two features, the tokenization also uses 

punctuations like colon, semi-colon or ellipsis and whole or floating-point numbers as stylistic markers.   

The University of Sheffield’s NLP group in the United Kingdom had an open source package [15], which was used for the 

similarity matching. Their source code for the scoring techniques was modified to fit our tokenization algorithm. Seven token-

based similarity-scoring algorithms were included to be implemented and tested in our system: Cosine similarity, Jaccard 

similarity, Dice’s coefficient, Block distance, Euclidean distance, Overlay coefficient, Matching coefficient. To discuss more 

about similarity scoring is beyond the scope of this paper. Nonetheless, to get a more comprehensive understanding of these 

scoring techniques – one can refer to [15]. 

3.  Variation of the parameters of the experimental setup 

The sample set size (SS), the gram size (GS) and the similarity scoring techniques (SST) together form the experimental 

parameter set Ep.  

Ep = {SS, GS, SST} 

 



 

When each of the Parameters from Ep is assigned a value, we get a Value set Vp.  

Vp = {SS = a, GS = b, SST = c} 

 

Where a, b and c are the values. The Vp is the input for the experimental setup. The researchers programmatically generated 

value sets and passed them to the setup. A total of 1750 such sets were created. The parameters were varied as: 

SS: The sample set is the total number of messages in the system taken from the working set per user. The size of the SS was 

varied in the range R є (2...10).  This range was chosen to ensure that there was no bias in the experimental setup because of the 

order of the messages in the working set. 

GS: Research in literature shows that the best performance for systems is usually at an N-gram size of 2 or 3[13]. The 

researchers decided to work on gram sizes between 1 and 5 and observe whether the same holds true for SMS despite being a 

pseudo (partial attributes of a language based on dictionary or a grammar structure) language system. 

SST: This has been discussed in section 3.2. 

4.  The Testing System 
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Fig.  1.   The subunits of the Testing System 

Pre-processing: The testing process was initiated by loading the working corpus. The SS parameter was used to decide on the 

size of the sample sets (different sets for different users), which were then extracted from the corpus. While the samples were 

extracted, they were randomly selected using the Fisher Yates Algorithm [24]. Each user contributed the same number of 

messages to the training set (let this number be a) and the testing set (let this number be b). 

Given that the experimental corpus had 28 users and the SS for each user had a size of a + b, then the training would be 28a 

messages and the testing set would be 28b messages. For e.g. When SS = 10, the numbers for the training and testing set would 

be 252 and 28 respectively. 

Processing: The first message from the testing set was selected and the N-gram tokenization technique was applied using the 

GS parameter (which indicates the gram size). The next step was to apply the N-gram tokenization technique for all the 

messages of a selected user in the training set using the same GS parameter. The third step was to generate a similarity score 

between the test message and the selected user (This score was normalized across all the messages for that user). The third step 

was repeated for all the users in the training set. This resulted in a predicted author list, which was ranked by the normalized 

similarity score.  All these steps were then repeated for all the test messages.  



 

Classification: The ranked user list for each test message was then used for classification. This is a classification problem with 

more than 2 classes (28 to be exact). In multi-class classification one of the classes is the positive class and the others together 

make the negative class. This distinction is done for two cases: for the actual result set and the predicted result set by the system. 

In our experiment, for the actual result set the positive class is the one to which the test message belongs to and the rest serve as 

the negative class. For the predicted result set the positive class is the one that occupies the first rank in the ranked user set for 

the message and the rest constitute the negative class.  

The result for each message classification can be set as correct or incorrect by looking at its positive class in the actual result 

set with respect to the positive and negative classes in the predicted result [25]. The classification is correct if the predicted 

positive class is the same as the actual positive class or True Positive (TP) and incorrect if the actual positive class belongs to the 

predicted negative class or False Negative (FN). There are some results that can be obtained by using the actual negative class. 

These are the False Positive (FP) and the True Negative (TN). The two-way confusion matrix as shown in Table 1 is a good way 

to understand these four different results of classification. 

 

                 TABLE I      

                         TWO WAY CONFUSION MATRIX  

True Negative False Positive Negative 

False Negative True Positive PositiveActual
Class

NegativePositive

Predicted Class

True Negative False Positive Negative 

False Negative True Positive PositiveActual
Class

NegativePositive

Predicted Class

 

 

Performance Evaluation: A set of statistics was calculated for each author. These include the error rate (EAC) [25] and the F-

score (FAC) [25] where AC is the author class as defined in [25]. To find the overall success of the classification experiment, the 

macro averaged error rate and F-score statistics (in percentages) were calculated across all authors and multiple runs.  

FACMavg = (ΣY k=1 (ΣX i=1 F ACi)/ X)/ Y 

EAC Mavg = (ΣY k=1 (ΣX i=1 E ACi)/ X)/ Y 

 

Here X was the total number of authors and Y the total number of runs. 

 



 

IV. RESULTS 

Table 2 and 3 represent the top results (FACMavg) in the experiment with the corresponding value of the parameters of the 

experimental setup. We now evaluate the effect of these parameters within the results provided. 

SS or number of messages per author:  

 

TABLE II 

                       TOP TEN RESULTS FOR MESSAGE SET 2-5 

1.4666.074Matching 
Coefficient

4:1510

1.6667.033Overlap Coefficient4:159

4.9867.314Cosine Similarity1:128

1.4868.165Matching 
Coefficient

4:157

1.3569.013Overlap Coefficient1:126

1.3269.313Jaccard similarity2:135

1.2469.683Cosine Similarity2:134

1.2770.73Euclid Distance2:133

1.2670.943Dice Similarity2:132

1.2670.943Block Distance2:131

EAC 
MavgFAC

MavgGram SizeSimilarity TypeRatio 
between 
Training 
&Testing 
messages

No. of 
Messages

per Author

Rank
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TABLE III       

                 TOP TEN RESULTS FOR MESSAGE SET 6-10 

1.2371.065Cosine Similarity6:1710

1.1471.775Jaccard Similarity6:179

1.2571.874Cosine Similarity7:188

1.2872.194Jaccard Similarity7:187

1.2372.274Block Distance7:186

1.2572.274Dice Similarity7:185

1.2572.434Euclid Distance7:184

1.1372.565Block Distance6:173

1.1372.565Dice similarity6:172

1.1172.815Euclid Distance6:171

EAC 
Mavg

FAC
MavgGram 

Size
Similarity TypeRatio between 

Training and 
Testing 

messages

No. of Messages
per Author

Rank
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1.2372.274Block Distance7:186

1.2572.274Dice Similarity7:185

1.2572.434Euclid Distance7:184

1.1372.565Block Distance6:173

1.1372.565Dice similarity6:172

1.1172.815Euclid Distance6:171

EAC 
Mavg

FAC
MavgGram 

Size
Similarity TypeRatio between 

Training and 
Testing 

messages

No. of Messages
per Author

Rank

 

 

The variation in F-scores is less with more messages in the SS. In the top ten ranks, the change for group 6-10 is 2.4 % and for 

the group 2-5 is 6.8 %. 



 

GS or Number of grams: From Tables 2 and 3, we see that the best results for smaller message sets are for gram size 3. 

However as the number of messages per user increases, there is a trend towards the gram size 5. 

SST or Similarity scoring technique: From Tables 2 and 3, the best results are seen for Euclidean and Block Distances among 

the ranked scores. However, the similarity scoring techniques have a lesser effect towards change in accuracy on the group with 

6-10 messages. 

V. CONCLUSIONS 

The authors were able to use their testing system to determine that an N-gram approach for an SMS corpus can predict the 

author with an accuracy of 65-72%. The best gram size to use for tokenization is 3 for smaller message sets and 5 for larger 

message sets. The Euclidean similarity-scoring technique should be used with larger message sets, while for smaller message set 

scoring should be done by block distance. 

     Typically in a digital forensic case, the number of SMS messages obtained from cell phones may be limited. It is possible that 

different people may have written the various SMS messages than the owner of the cellular phone. Without any preset message 

tagging, it is difficult to identify the correct author of the message. Our results show promising application in the prediction of 

an author of an SMS message with an accuracy of 65%-70%, when the sample of SMS messages are small and the number of 

authors is comparably large. 

This method can be used in two scenarios: a) For cases in which suspects have been identified or b) For cases in which 

suspects have not been identified. In the first, the suspects are limited to the forensic case under investigation. In the second, the 

investigator may have a database that contains a number of SMS messages with their respective N-grams, in which the examiner 

may try to find a correlation between the messages and an author. 

 

VI. FUTURE WORK 

    The authors contemplate the importance of testing this system using other English SMS corpora in order to validate their 

results. A formal approach would involve using mobile devices to obtain SMS data and standardizing the acquired datasets. 

Future research would involve a fine-tuned analysis of the datasets, the effects of message lengths, and variations to changing 

individual parameters in the hope of improving the prediction for authorship attribution.  
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