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A Study of Communi
ation Delays for Web Transa
tions �Bharat BhargavaDepartment of Computer S
ien
esPurdue UniversityWest Lafayette, IN 47907, USAfbbg�
s.purdue.eduFax: +1-317-494-0739Abstra
tThe performan
e of transa
tions originated on the world wide web depends on many fa
-tors. One of the major fa
tor is 
ommuni
ation delays involved in these web transa
tions.Me
hanisms have been developed for studying the performan
e of the distributed transa
tionpro
essing on the Internet, without a
tually having to move the database sites to remote Inter-net hosts. Experimental studies have been 
ondu
ted to analyze and understand the behaviourof web based transa
tions and to measure the 
ommuni
ation dalays involved in them. Thedeveloped me
hanisms have been used to perform a series of experiments between Purdue andmore than twenty Internet hosts around the world. Experiments were also 
ondu
ted to mea-sure the 
ommuni
ation delays for di�erent kinds of Web Transa
tions whi
h in
ludes web pagedownloading, digital library transa
tions and e-
ommer
e transa
tions.This paper presents theexperimental results for a few typi
al 
ases. It 
on
ludes by suggesting some dire
tions forde
reasing the 
ommuni
ation laten
y.Keywords: distributed databases, performan
e, Internet, 
ommuni
ation, Web, Web Trans-a
tions.1 Introdu
tionFrom its origin in 1991 as an organization-wide 
ollaborative environment at CERN for shar-ing resear
h do
uments in nu
lear physi
s, the Web has grown to en
ompass diverse informationresour
es: personal home pages, online digital libraries, virtual museums, produ
t and servi
e 
at-alogs, government info for publi
 dissemination, resear
h publi
ations, and Gopher, FTP, Usenetnews and mail servers. The Web is in
reansingly being used in all aspe
ts of so
iety. For exam-ple 
onsumers use sear
h engines to lo
ate and buy goods, or to resear
h many de
isions (su
has 
hoosing a holiday destination, medi
al treatment or ele
tion vote). The Internet and WorldWide Web (WWW) have made ele
troni
 
ommer
e a reality. A

ording to an estimate the WWWpresently 
ontains more than 800 millions pages, en
ompassing about 6 terabytes of text data on�This resear
h is in part supported by the National S
ien
e Foundation CCR-0001712, CCR-001788, CERIAS andIBM SUR grant. 1



about 3 million servers. As the number of web users is in
reasing rapidly, there is a need to buildfast and eÆ
ient systems for handling users requests on the web.Internet users often experien
e performan
e variations among di�erent kinds of web queries orWeb Transa
tions. There are many fa
tors whi
h a�e
t the performan
e of Web transa
tions. Themain fa
tors are 
ommuni
ation delay, server pro
essing 
apability and I/O time. The last two bot-tlene
ks 
an be over
ome by having multipro
essor systems and 
a
hing fa
ility. The performan
eof HTTP, proto
ol used to a

ess web page, is dis
ussed in [20,24℄. This paper does not fo
us onthe HTTP proto
ol and mainly fo
uses on 
ommuni
ation delays involved in Web Transa
tion pro-
essing. Communi
ation delays depend upon a number of fa
tors: network bandwidth, number ofhops, network traÆ
, reliability of links, and hosts and network proto
ols. Though with the adventof new network te
hnologies the bandwidth available is mu
h larger than in past, the study revealsthat the 
ommuni
ation delay 
onstitutes a major part of the response time for Web Transa
tions.This stresses the need to design eÆ
ient, reliable and s
alable 
ommuni
ation fa
ility to provideimproved performan
e over the Web. A 
omprehensive study and analysis of 
ommuni
ation dalaysfor various kinds of web transa
tions will be of great help in designing and implementing faster webtransa
tion pro
essing systems.Experiments have been 
ondu
ted to study the 
ommuni
ation performan
e for various kinds ofWeb transa
tions. These transa
tions are 
ategorized into data-intensive and 
omputation-intensivefor the purpose of the studies. The 
orrelation between 
ommuni
ation delays and the size of thedata has been studied, in addition to the 
orrelation between 
ommuni
ation and time of day andthe 
ommuni
ation delay to various sites in LAN and on the WWW. This paper presents the exper-imental results for texts and image data and for web page downloading. A novel te
hnique 
alledemulation via Wan
e tool is used to realize these experiments over the geographi
ally dispersedsites. The study is 
on
luded with suggestions to improve the 
ommuni
ation delays involved.2 Communi
ation in the InternetTo study the performan
e of Web Transa
tion Pro
essing (WTP) in WAN environment, the needfor understanding the 
ommuni
ation laten
ies and pa
ket losses in an internetwork is essential.We have 
ondu
ted the experiments to study the performan
e of message delivery in the Internet.Based on our understanding of the Internet, we identi�ed three fa
tors that are important inassessing the performan
e of message delivery: the physi
al 
onne
tion, the size of message, andthe 
ross-traÆ
. The physi
al 
onne
tion between two sites in
ludes the distan
e, the type of links,and the number of hops (gateways). To establish the 
onne
tion, we studied the performan
e a
rossdi�erent sites on the Internet. We examined the e�e
t of the size of the message transmitted toits transmission time. The delays and losses due to 
ross-traÆ
 were quanti�ed. A meaningfulrelationship with the 
ommuni
ation performan
e 
ould not be established due to un
ontrolled anddynami
ally varying usage of Internet by various foreign agents. There is no easy way to determinethe 
ross-traÆ
 on a parti
ular link. One way to 
ir
umvent the problem is to determine the traÆ
pattern at large, for the Internet. We suspe
ted that it would be a fun
tion of the working hours,as the Internet usage determines the traÆ
 pattern. To verify this, we examined how the time ofthe day and day of the week a�e
ts the message delivery performan
e in the Internet.To summarize, we have 
ondu
ted measurements in three dimensions: the time dimension byperiodi
ally repeating the experiments, the site dimension by repeating experiments with di�erentsites, and the size dimension by varying the message sizes. We are interested in two performan
emeasures: the round-trip time of a message and the message loss rate. In our model, round trip2



time is the time for a site to send a request message to another site and re
eive a reply messageba
k. Message is said to be lost when the transport servi
e of the Internet fails to deliver themessage in time.Our experiments involved over 2000 sites and 500 networks in the United States. We probedthe Internet with ICMP and UDP messages periodi
ally and 
olle
ted the data [8℄. Based on thesemeasurements, we summarize as follows:� We observed that there is a large variation in parameters su
h as 
ommuni
ation delay andmessage loss. The variations exist in two dimensions: along the time axis and a
ross thenetworks.� We observed that the time of day has strong in
uen
e on the message delivery. The messageloss rate is mu
h higher in the noon working hours, and mu
h lower in the early mornings.The round-trip time for a message, on the other hand, does not have a strong 
orrelationwith the time of the day, ex
ept for the hourly peeks. We believe that this is 
aused by thehourly jobs s
heduled to run on gateways.� We observed that the message delivery has an unbalan
ed performan
e a
ross the wide areanetworks, although most of the hosts reported within 400ms round-trip. The \
lustering"e�e
t in the Internet is also observed. The 
ommuni
ation between a site and many di�erentsites on another lo
al network has similar performan
e, whi
h 
an be represented by any hoston that network. Therefore, the laten
y between two networks 
an be used to estimate the
ommuni
ation delay between two hosts in these two networks.� Finally, we observed that for small messages that 
an �t in an IP data gram without frag-mentation, there is an approximate linear 
orrelation between the transit time and the sizeof a message. However, the message loss is not a�e
ted by the size.2.1 Impa
t on Web Transa
tion Pro
essingThe 
ommuni
ation performan
e over the Internet will have a signi�
ant impa
t on the performan
eof web transa
tions. The time to deliver a message over the Internet is a number of magnitudelonger than in a LAN. While it takes only a few millise
onds to deliver a message in a LAN [2,7℄, onthe Internet it is several hundreds of millise
onds to send a message a
ross the 
ontinent [11℄. Thismeans that a transa
tion stays longer in the system, implying the larger lo
k holding time for dataitems to be updated. This leads to in
reased 
ontention in the database, a�e
ting the throughputadversely due to 
on
urren
y 
ontrol.The diÆ
ult problem of �nding a \good" timeout value in a LAN environment is further ag-gravated in the Internet. A timeout is required by a Web Transa
tion Pro
essing system to triggerspe
ial treatment for the transa
tions that are unable to 
omplete in time. In a LAN environment,its value is usually determined as a 
onstant multiplied by the number of read/write operations ina transa
tion. This 
at timeout is not adequate in the Internet be
ause both the physi
al distan
e(number of hops) and the lo
ation of the host a�e
ts the message delays and the loss rates. Further-more, with the advan
es in the CPU and I/O te
hnology, it 
an be dis
erned that more time willbe spent by the transa
tion waiting in the message queues than performing a
tual 
omputations.Thus, the timeout value , may be dependent on the number and the destinations of the remotemessages. 3



Autonomous 
ontrol over LAN allows the modi�
ation of the 
ommuni
ation software to providephysi
al multi
asting, light weight proto
ols, et
. [7℄. Unless dedi
ated links or spe
ial networks areadopted, not mu
h 
an be altered in the shared publi
 WAN su
h as the Internet. The performan
eof message delivery is determined by traÆ
 and various other fa
tors beyond the designer's 
ontrol.Therefore, the fo
us of improving the Web Trans
ation pro
essing performan
e must shift towardsredu
ing the number of messages ex
hanged.Web transa
tion pro
essing systems seldom adopt a transport servi
e that guarantees reliabledelivery be
ause of the asso
iated overheads [7,19℄. This approa
h works �ne be
ause of the high re-liability in the LAN environment. Message losses as high as 30% [8℄ 
an be observed in the Internet.This will lead to an in
reased transa
tion aborts resulting in a degraded system performan
e.The Web Transa
tion Pro
essing algorithms have to adapt to large variations in message laten-
ies and losses in the Internet. For example, the time dependent and dynami
 site-to-site perfor-man
e data, and not just stati
 data spe
i�ed as a fun
tion of geographi
 lo
ation of the site, mustbe available to the repli
ation 
ontrol and surveillan
e 
ontrol proto
ols [6℄. However, the detailed
ost matrix to re
e
t the network dynami
s grows as O(n2) and will be
ome unmanageable, forlarge number of sites . This problem 
an be ta
kled by taking advantage of the 
lustering e�e
t inan internetwork, i.e. the laten
y between two networks 
an be used to estimate the 
ommuni
ationdelay between two hosts in these networks respe
tively.2.2 Web Transa
tions : CategoriesWeb transa
tions are 
ategorized into three main 
ategories for the purpose of this study. Webtransa
tions whi
h involve 
ommuni
ation of huge 
hunk of data. These are 
lassi�ed as DataIntensive Web Transa
tions. Most of the Digital Library transa
tions fall into this 
ategory. Webpage downloading is another example of data intensive transa
tions.There are transa
tions that involve higher need for server pro
essing time. These are 
lassi�edas Computation Intensive Web Transa
tions. Various e-
ommer
e transa
tions are of this 
ategory[4℄. This study fo
uses mainly on 
ommuni
ation delays involved be
ause even for e-
ommer
etransa
tions the response time is dominated by the time to transfer the data over the Internet.The third 
ategory 
onsists of transa
tions whi
h are both data intensive as well as 
omputationintensive transfer of image and video data with 
ompression and de
ompression[1,5℄.2.3 Digital Library Transa
tionsDigital libraries provide a 
onvenient means to a

ess information over the Web. They provide on-line a

ess to a vast amount of distributed text and multimedia information sour
es in an integratedmanner. Digital libraries en
ompass the te
hnology of storing and a

essing data, pro
essing, re-trieval, 
ompilation and display of data, data mining of large information repositories su
h as video,audio libraries, management and e�e
tive use of multimedia databases, intelligent retrieval, userinterfa
es and networking. Digital library data in
ludes texts, �gures, photographs, sound, video,�lms, slides et
.In 
ase of digital libraries, users, data and information pro
essing are distributed over varioussites in the Internet [1℄. The size of the data obje
ts involved in a digital library transa
tion overthe web is enormous. The 
urrent network te
hnology does not provide the bandwidth required totransmit gigabytes of digital library obje
ts over the Internet. The low bandwidth results in largeresponse times when digital library data is retrieved in an internetwork.Digital libraries deal with a variety of problems that 
ome into play due to s
aling:4



� Size of Data: Digital library data obje
ts 
an be very large - a 
ompressed video �le 
anbe easily 500 Mb. NASA image �les of 1000K are not un
ommon. Huge en
y
lopedia of text
an be thousands of kilobytes. Retrieving these large data obje
ts in a global distributedenvironment with the limited bandwidth available leads to an una

eptable response time inuser intera
tions.� Number of Data Obje
ts: There are billions of large data obje
ts. A NASA imagedatabase would 
ontain millions of images. A database asso
iated with a e-
ommer
e would
ontain hundreds of thousands of produ
t image 
lippings. books and journals.� Number of Sites: The number of lo
ations of information repositories available is in
reasingeveryday. This 
an be observed by the 300% in
rease in World Wide Web servers in the pastyear [1℄. A transa
tion requires a

ess to many sites 
ontaining data than a traditionaldatabase where only spe
ialized users a

ess data. A site 
ould be where a user is lo
ated ordatabase is stored.� Number of Users: The Global Information Infrastru
ture visualizes every home with a
omputer with easy a

ess to the information highway. The number of new Internet userswill in
rease with home 
omputers.Experiments have been performed to study the impa
t of 
ommuni
ation in providing weba

ess to distributed digital library over the Internet [5℄. The performan
e of transmitting large,multimedia data obje
ts a
ross the Internet has been studied, with an obje
tive to answering thefollowing questions:� What is the 
ommuni
ation delay to di�erent sites in the world?� What is the 
orrelation between the 
ommuni
ation and the size of the message?� What times of day are better for a

essing information? What is the impli
ation of di�erenttime zones on global 
ommuni
ation?Answers to these questions are important parameters in the development of web transa
tionpro
essing systems. For example, a high 
ommuni
ation delay indi
ates that some te
hnique likeretrieving a smaller version of the obje
t, or a summary of the obje
t should be used. Anotherexample is that network traÆ
 
an determine the 
ost 
harged to a user [4℄. Thus 
ost of a

ess atnight 
an be lower when 
ompared to the 
ost in the day as is the pra
ti
e followed by telephone
ompanies.3 Experiments on Web Page Downloading: Non-Se
ured vs Se-
uredA frequently issued transa
tion over the Internet involves web page downloading. The users expe-rien
e poor performan
e while downloading a web page. To investigate the 
auses of performan
eproblems, The steps involved in downloading a Web page and the sour
es of bottlene
k have beenexamined [12℄. Steps involved in downloading a Web page are DNS (Domain Name Server) query,
onne
tion establishment, waiting for the �rst byte, and downloading the page. The sour
es andpotential 
andidates for bottlene
ks are DNS query, server, links, and routers.5



3.1 Non-Se
uredThis se
tion examines the sour
es of laten
y in a

essing non-se
ured web pages. We 
onne
t tovarious sites with image data in Europe and download �les. We �nd that 80% time is needed to
onne
t and only 20% time spent to download 1KB (normalized) �le. The total time is brokendown into four 
omponents: DNS query, 
onne
tion setup time, time to get the �rst byte of a webpage, and downloading time.DNS Time: When a page is requested in the web, �rst the hostname is resolved to an IPaddress by DNS and then a 
onne
tion is established from the 
lient ma
hine to the requested host.The DNS 
omponent measurement is the time spent resolving the DNS name to an IP address.Conne
tion Setup Time: The 
onne
tion setup measurement is the time required setting upa 
onne
tion from a 
lient to a web server.Time to Get the First Byte: The Time to Get First Byte measurement is the amount oftime from when the 
lient sends the request (GET 
ommand) until it sees the �rst byte ba
k fromthe server.Downloading Time: This measurement starts when the �rst byte arrives and ends when thelast byte of the �le arrives to the 
lient.From the moment the browser sends the a
knowledgement 
ompleting the TCP 
onne
tionestablishment until the �rst pa
ket-
ontaining page 
ontent arrives 
ontributes to roughly half ofthe time. The bulk of this time is the round trip delay, and only a small portion is the delayat the server. This implies that the bottlene
k in a

essing pages over the Internet is due to the
ommuni
ation delay and is not due to the server speed.Bottlene
k in DNS and Server: The timing in the four 
omponents were measured usingKeynote's [16℄ tools. Keynote has seventy agents in the US and in sele
ted foreign 
ountries.The tools 
an measure the four 
omponents from the agents. one hundred sites suggested by PCmagazine [23℄ were used to 
ondu
t this experiment. These experiments were 
ondu
ted at VirginiaTe
h site be
ause of availability of the permission to use the Keynote tools.The average time for a

ess from Paris to the hundred sites is 660 ms. The ranges of DNStime is 10%-25%, 
onne
tion setup time is 20%-30%, time to get the �rst byte is 40%-60%, and ofdownloading time (1KB) is 10%-20%. The DNS time is signi�
ant in a

essing international websites. The variation in the range is due to a
essing sites of di�erent lo
ation of the world. Eventhough many sites are in the US, they are in si�erent 
oasts. Repli
ating the experiment severaltimes saves DNS query time be
ause data 
an be obtained from the 
a
he. Statisti
s shows that
a
he hits save 90%-98% of DNS time. The Name Servers 
an be mirrored, espe
ially for rootand top-level domains to distribute them on the basis of geographi
 lo
ation to further redu
e theDNS time. Around 40%-60% of total time is spent to get the �rst byte after the 
onne
tion isestablished. A Bell
ore web page [3,13℄ reported similar data and attributed it to the server delay.We 
ondu
ted experiments to measure the server pro
essing time. Di�erent sites and �le sizes areused for this experiment. The experiment was repeated several times and in most 
ases, the serverdelay was 1-3 ms. An arti�
ial load on the server was imposed using Webjamma [25℄, an arti�
ialHTTP traÆ
 generator, to send a series of URLs to the server. The number of 
lients was in
reasedsu
h that the server 
an pro
ess 30 requests per se
. The CPU load was in
reased to as high as100% by running a simple 
oating-point 
al
ulation program in the ba
kground. The CPU loadwas measured using uptime 
ommand of BSD for one min. The server response time did not goup beyond 3 ms. In one 
ase, a 19 ms server response time was obtained when the server was 25%loaded. This is an ex
eption.The time to get the �rst byte from the 
lient to the server needs some explanation. The 
lient6



sends an a
k of the server's SYN pa
ket and waits for the �rst pa
ket. The 
lient needs to waitfor a whole round trip time (RTT) and for the server's delay. Be
ause the server delay is small(1-3 ms), the round trip time dominates the time to get the �rst byte. It is 
lose to the 
onne
tionsetup time. Sometimes this time is high, whi
h makes the overall time to get the �rst byte high.The time to get the �rst byte as a RTT by ping was validated. Ping was run while the serverexperiment was going on. In most of the 
ases, time to get the �rst byte is 
lose to the averageping RTT.Bottlene
k in Link and Router The web page delay is dominated by RTT. Link and router
hara
teristi
s have great impa
t on RTT. We setup experiments for links inside the US, from theUS to foreign 
ountries and vi
e versa to �gure out what 
auses the RTT high. In ea
h experiment,paths from a host 
onne
ted to domain vt.edu (at Virginia Te
h) by swit
hed 10 Mbit/se
 Ethernetto the remote servers are identi�ed using path
har [14℄. End-to-end routing behavior in the Internetis dis
ussed in [17℄.To analyze RTT inside the US, the path for URLs of 80 universities and top 100 sites preparedby PC magazine were tra
ed. The RTT ranges from 20-35 ms in 
ase of East Coast sites, rangesfrom 40-55 ms in midwest, and of the ranges from 70-90ms in the 
ase of West Coast from VirginiaTe
h university. In the east, the RTT is distributed all over the hops. None of the link/routerdominates the overall RTT. But when the traÆ
 goes to the West Coast, either the bottlene
k is inVirginia Te
h to vBNS (Very high speed Ba
kbone Network Servi
e) 
onne
tion or in inside Sprintnetwork. So, this link or the router on this route is a possible 
andidate for bottlene
k when traÆ
goes from Virginia Te
h to the West Coast .When a pa
ket goes to foreign 
ountry from the US, a high RTT is experien
ed inside Canadaand the US, spe
i�
ally just before leaving the 
ountry. This RTT is 40 times more than for the
ase of LAN. The standard deviation of RTT in this segment is very low, whi
h means the segmentoften has this high RTT. For this purpose, the links that a

ount for most of the high RTT (busylinks) were identi�ed.There are some 
ommon 
hara
teristi
s of the busy links. For example, ea
h link is insideCanada or the US and entirely in one network domain. The end routers that 
onne
t the busy linkare 
onsidered in 
lose physi
al proximity, and they are not 
onne
ted by a satellite link. In mostof the 
ases the �rst router of the busy link uses FDDI and the link is the �nal network link beforetraÆ
 leaves the US or Canada to the overseas link. The 
auses of high RTT 
an be hypothesized as:A busy link router either has insuÆ
ient pro
essing 
apa
ity or insuÆ
ient outgoing link 
apa
ity.For in
oming traÆ
 to the US, remote 
ountry normally has lower bandwidth and introdu
essigni�
ant amount of delay. TraÆ
 analysis from Bangladesh to the US shows that a very highlaten
y is imposed by satellite 
onne
tion (order of 750 ms) as well as the transo
eani
 link (orderof 150 ms). So, the 
ause of high RTT for a in
oming pa
ket to the US 
an be summarized asfollows:1. Satellite 
onne
tion anywhere in the path 
auses high delay2. Link 
onne
ting two 
ountries often experien
e high traÆ
 and 
auses high RTT3.2 Se
uredE-
ommer
e transa
tions require se
ured transa
tion using the Internet. It is important to knowthe overhead is added for the se
ure 
onne
tion. One resear
h question is how the se
urity issueis being performed both on the 
lient side and server side during a SSL (Se
ure So
kets Layer)7



Figure 1: Performan
e measurements with new 
onne
tions and reusing sessionstransa
tion. We 
onsider the transa
tion initiated by a standard browser using non-proprietaryte
hnology. We used di�erent variation of Se
ured Hash Algorithm (SHA) and Message Digestversion 5 (MD5) as a 
ipher suites in our experiments. For details please see [18,21℄Details of a SSL Transa
tion: First the server and the 
lient negotiates a master key, whi
hboth sides 
an use to en
rypt/de
rypt data transferred between the two during a session. Theserver proves its identity to the 
lient by presenting a Digital Certi�
ate signed by a Certi�
ateAuthority whom the browsers trust. This authority 
ould be Verisign, AT&T, et
. Depending onthe resour
e being requested by the 
lient, the server may for
e the 
lient to authenti
ate itself byprodu
ing a 
lient side 
erti�
ate. Most 
ommer
ial sites augment their a

ess 
ontrol me
hanismsby requiring an additional password from the 
lient but that is done after the SSL transa
tion isalready established. On
e all 
onditions are satis�ed and if the 
onne
tion establishment phasepasses su

essfully through the veri�
ation phases, both 
lient and the server starts ex
hangingdata. This data is en
rypted with the key negotiated before until the 
onne
tion is torn down.Measurement Parameters: The obje
tive is to measure the performan
e of the steps in anInternet transa
tion a

ross di�erent parameters like:� Sele
tion of di�erent Cryptographi
 algorithms suitable for lo
al needs� New sessions vs Reusing the session� SSL version 2 Vs SSL version 3Experimental Setup: In order to measure the se
urity overhead of the transa
tion withouta

ounting for the network delay or delay from other subsystems, measurements were done betweenSSL 
lient and a server running on the same ma
hine. The platform used for the test was SSLeay[22℄, whi
h was installed on top of Solaris in a Pentium ma
hine. Measurement s
ripts are writtenon top of it. 8



Dis
ussion: The experiment shows that SSL version 2 is mu
h faster than version 3 irrespe
tiveof the 
ipher suite being used. It shows that the strength of the 
rypto algorithms a�e
ts theperforman
e. Figure 1 shows that reusing the same session to 
reate a new session is mu
h 
heapersin
e the 
lient/server does not have to go through the lengthy key ex
hange algorithm but 
anrekey their new session parameters from the 
ontext of the existing SSL transa
tion. The newsession takes as mu
h as 1.5 se
. This time is an extra overhead to setup 
onne
tion.4 Experiments on Digital Library Transa
tionsWeb a

ess of Digital library data involve transmitting text, image and various kinds of multimediadata over the Internet. A series of experiments on digital library transa
tions over web has beendone using image data �les [5℄.The following subse
tions study the round trip time taken to transmit image �les over theInternet. Similar studies in a LAN environment have been 
ondu
ted for 
omparison. The timetaken for lossy 
ompression and de
ompression has also been studied, as well as the tradeo� possiblebetween 
ommuni
ation speed and quality.4.1 Input ParametersNineteen NASA image data �les were sele
ted to measure 
ommuni
ation times. The �les rangefrom 7K to 400K. The �les were 
hosen so that they are representative of any image database in adigital library - they represent di�erent image 
hara
teristi
s like 
olor, shades, 
ontours, textureet
. The size, resolution and other details of the images are given in Table 1.When 
ompressed �les were required for the experiments, the JPEG 
ompression method wasused to get di�erent levels of 
ompression. The following notation was used: 10% quality levelmeans that approximately 10% of the �le has been retained.4.2 Measurement of Communi
ation Overheads with Image DataExperiments were 
ondu
ted to measure 
ommuni
ation overheads using the 
onne
tion-orientedtransport servi
e (TCP). The 
ommuni
ation experiments have been divided into two parts: overthe LAN and on the Internet. Measurements were made at di�erent times of day to measure the
ommuni
ation delay due to network traÆ
.Experimental Pro
edure: It is diÆ
ult to have 
omputer a

ounts in more than one admin-istrative domain [6℄. Sin
e we do not have an a

ount on the remote host, a TCPe
ho programwas designed whi
h uses a TCP 
lient to e
ho a �le using port 7 on the spe
i�ed remote ma
hine.Timestamps are noted before sending the �le and after it is e
hoed and re
eived ba
k. Ea
h trialin the experiments 
onsisted of 100 repetitions and ea
h was repeated three times for a total of 300measurements.Experiment 1: Measurement of Communi
ation Times in a LANStatement of the Problem: The purpose of this experiment is to measure the performan
eof 
ommuni
ating digital library data in a lo
al area network (the remote site is only one hopaway) and a metropolitan area network (the remote site is four hops away). This experiment was9



SIZE CONTENT6988 earth-round.gif: Green on blue, sharp 
ontours. Res (Resolution): 187x1587708 earth1.gif: Green on blue, very sharp 
ontours. Res: 160x16017027 gal line.gif: Red on bla
k, a line of only dots. Res: 450x45029668 gal green.gif: Green on green, lots of dots, striations of 
olors . Res: 384x33035543 
omet.gif: White eye, blue tail, tail fades into ba
kground. Res: 512x48060379 mars.gif: Huge 
ir
le of light brown shades. Res: 340x34074058 surfa
e.gif: White and blue shades, sharp 
ontours. Res: 550x45080385 jupiter.gif: Red and yellow shades, yellow text on bla
k. Res: 710x76597835 gal blue.gif: Blue on blue, some dots. Res: 607x373104365 hubble.
ostar.gif: Con
entri
 red, orange, yellow shades, text. Res: 566x384114323 earth detail.gif: Pink on bla
k, blurred 
ontours. Res: 1152x864135701 e
lipse2.gif: A huge number of red shades. Res: 784x630153634 4gal red.gif: Bright red, orange; bla
k and white dots; shading. Res: 441x400175405 sf.gif: Sharp boundary 
ontours, blue, white and red 
olors. Res: 500x500205747 ast spray.gif: Bla
k ba
kground, lots of small parti
les. Res: 701x659236199 mitwave1.gif: Deli
ate orange and white ridges. Res: 1024x1024279786 earth highres.gif: Blue on bla
k, blurred 
ontours, text. Res: 1152x864406851 text+image.gif: Text, many dots, subtle shading. Res: 936x867486430 e
lipse1.gif: A huge number of orange and yellow shades. Res: 1280x1024Table 1: Input �les used in our experimentsperformed using both un
ompressed and lossy 
ompressed �les. This yielded a measure of theimprovement of performan
e when a lower quality image was retrieved.The experiments in the lo
al area network were 
ondu
ted between two Sun Spar
 workstationsraid8 (Spar
 1) and pirx (Spar
 10) in the lab and atom, a ma
hine in the engineering networkat Purdue (e
n). Raid8 was the ma
hine that was used to 
ondu
t the experiments and pirx andatom were used as re
eiver sites. The number of hops between raid8 and pirx is one and they are
onne
ted by a 10Mbps Ethernet. The number of hops between raid8 and atom is four.Results: Figure 2 
ompares the round trip times of un
ompressed and 
ompressed �les betweentwo ma
hines (raid8 and pirx) in a lo
al area network. From a human perspe
tive, the di�eren
ebetween 
ompressed and un
ompressed �les, espe
ially for small size �les is not signi�
ant. Figure3 
ompares the round trip times of un
ompressed �les in a LAN and a MAN.Dis
ussion: The �les under observation range from 6 K to 248 K. In a LAN, the round triptimes range from 722.84ms to 814.085ms. In a MAN, the round trip times range from 749.41msto 2072.11ms. Two observations 
an be made here. The di�eren
e between a LAN and MAN fora �le of size 6 K is only 26.57ms. Thus there is only few millise
onds in
rease in 
ommuni
ationtime when a �le of that size is 
ommuni
ated through four hops instead of one hop. On the otherhand, the di�eren
e in round trip times for �le size 248 K is 1258.025ms. Thus in a digital libraryenvironment, small image �les 
an be retrieved without lossy 
ompression being performed on themto redu
e quality of data. The se
ond observation is that the di�eren
e in round trip times in aLAN environment between �les of sizes 6 K and 248 K is only 91.245ms. The same di�eren
e in a10
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Figure 3: Variation of Transmission Time with File Size in a LAN and MANMAN environment is 1322.7ms. Thus in a MAN, the di�eren
e in 
ommuni
ation times betweenthe large �le and small �le in the sample is more signi�
ant than the 
orresponding di�eren
e in aLAN.Figure 2 shows that there is no 
lear advantage of using a lower quality image �le ex
ept forvery large �les. Using an un
ompressed �le is the same as using a 
ompressed �le. Thus in a lo
alarea network, large �les 
an also be retrieved as they have been stored without any operationsbeing performed on them.Experiment 2: Measurement of Communi
ation Times over the InternetStatement of the Problem: The purpose of this experiment is to measure the performan
e of11
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Figure 4: Variation of Transmission Time with File size in a WAN
ommuni
ating digital library data over the Internet. As in experiment 1, both un
ompressed andlossy un
ompressed �les were used to observe the the improvement in performan
e with de
reasein image �le size by redu
ing image quality.Pro
edure: The same TCPe
ho program was used as in experiment 1. This experiment used thefollowing �ve remote sites. The approximate number of hops are also given:� Retriever.
s.umb
.edu: (Maryland). Number of hops = 25� Bovina.
s.utexas.edu: (Texas). Number of hops = 23� Lanai.
s.u
la.edu: (California). Number of hops = 22� Ironweed.
s.uiu
.edu: (Illinois). Number of hops = 19� Merope.
s.bu�alo.edu: (New York). Number of hops = 19Results: Figure 4 shows the round trip times among the 
hosen �ve sites and raid8 at Purdue.The �les used were GIF �les. Figure 5 
ompares the the round trip time with the remote site inCalifornia when two JPEG quality levels are used - 10% and 75%. Figure 6 gives the 
omparisonamong a LAN site, a MAN site, and two WAN sites for �les ranging from 6K to 250K. This �gureshows that if the re
eiver sites were in the same lo
al area network or within 3-4 hops (same MAN),there is only a one se
ond di�eren
e in round trip times between the 10K and 400K �le. On theother hand, the sites in Maryland and California result in more sharply in
reasing round trip timesas the �le size in
reases.Figure 7 illustrates the di�eren
e in round trip times between night and day. The experimentswere 
ondu
ted at 2.00 am and 12.00 noon. It 
an be observed that the di�eren
e between the two
urves widens as the �le size in
reases.Dis
ussion: The round trip times rise sharply as �le size in
reases in a wide area network. Figure4 illustrates the di�eren
e between the largest �le and smallest �le (23811.691ms) for lanai, the site12
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Figure 6: Variation of Transmission Time with File Quality in a LAN and WAN.in California. This is mu
h larger than the same di�eren
e in a LAN - 91.245ms. Figure 5 showsthe round trip times for 75% JPEG and 10% JPEG �les. For small �les like 6 K, the di�eren
e inround trip times is 671.33ms and for a large �le like 248 K it is 22264.111ms. Thus when a largesize �le is 
ommuni
ated by 
ompressing it and losing some data, the improvement in performan
eis mu
h more than when the size of the �le is small.As the number of hops in data transmission in
reases, it is more expensive to transmit data. Forexample, the round trip time to the site in California for a 250K �le is 26 se
onds. In 
omparisonthe 
ouple of se
onds spent for 
ompressing and de
ompressing is a small per
entage of the totalresponse time. Thus Compressing and transmitting the �le is worthwhile.Experiments to Measure Compression and De
ompression Time: The size of the13
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Figure 7: Variation of Transmission Time with File Quality with Time of Dayimage 
an be redu
ed by lowering the quality of the image, as seen above. If a �le is 
ompressedusing a lossy 
ompression method and transmitted, then the response time 
onsist of the time takento 
ompress the image at the sender's site, transmit the 
ompressed �le and de
ompress it at there
eiver's site. To measure response time, experiments were 
ondu
ted to measure 
ompression andde
ompression time. The results are brie
y printed here.JPEG was used as the 
ompression s
heme and GIF �les to represent un
ompressed �les. Thereis no 
lear 
orrelation between the �le size and the time taken to 
ompress and de
ompress the�le. The time taken for 
ompression and de
ompression depends on the 
ontents of the imagelike the number of 
olors, number of shades, amount of detail and so on. Using JPEG �les 
an be
ompressed to di�erent quality levels like 10%, 30%, 50% and so on. Di�erent images have di�erentquality levels at whi
h they are visually indistinguishable from the original. The lower this levelhigher the redu
tion in response time. Thus the amount of data to be lost depends on the networkdistan
e, that is, how mu
h the response time has to be redu
ed.5 Experimental Setup for Web Transa
tionsIn the past two years, a series of experiments has been 
ondu
ted to study the performan
e ofdi�erent kinds of web transa
tions. The ongoing experimental resear
h in the Raid laboratory willpave the path for better understanding of the 
ommuni
ation performan
e related issues on theweb and suggest some 
on
rete dire
tions for ta
kling them. This se
tion presents the apparatusfor the experimentation. The next few se
tions give the results of the experimental study.Experimental environment: This resear
h is 
ondu
ted in the Raid laboratory with a

ess toSun work stations The Raid Ethernet is a 10Mbps individual subnet of the Purdue CS departmentalnetwork. The 
onne
tion from the Purdue{CS net to the Internet ba
kbone is �rst through a NSChyper
hannel in Purdue 
ampus, and then via a T1 line to the NSFNET T3 ba
kbone. All Raidma
hines have lo
al disks and are served by departmental �le servers.The Internet was used as the wide area network testbed. Internet 
onne
ts over two million14




omputers in over 50 
ountries around the world. The United States portion of the Internet isorganized bottom up by linking many regional networks by high speed NSFNET ba
kbones.WANCE tool: A Wide Area Network Communi
ation Emulator (WANCE) [26℄ tool was devel-oped to emulate Internet 
ommuni
ation in a LAN environment. It saves the resear
hers from thebureau
ra
y in di�erent organizations/
ountries for 
ondu
ting an experiment on a
tual geograph-i
ally separated sites. The basi
 idea behind emulation is to divert 
ommuni
ation between twolo
al hosts to go through the real Internet. The emulation approa
h was 
hosen be
ause it providesthe real WAN 
ommuni
ation in a LAN environment, 
apturing the dynami
s of the Internet. Asshown in �gure 8, to emulate a three-site system linking A, X, Y on the Internet, The experimenteronly needs to �nd two hosts B, C in the same LAN as A and 
omparable in performan
e to X, Yrespe
tively. The transa
tion managers were run on the hosts A, B, C instead of hosts A, X, Y .The user of the WANCE tool 
an spe
ify it to route all transa
tion pa
kets from A to B throughX, and A to C through Y . Thus, even though these experiments are running on the lo
al hostsA, B, C (three work stations in the Raid laboratory), the same results as running them on theremote hosts X and Y are obtained. The justi�
ation for the emulation approa
h is based on theobservation that the di�eren
e between the behavior of a distributed system running on a LANand that on a WAN is primarily due to the 
ommuni
ation performan
e. The validation of theWANCE tool has been studied and is found to report a deviation of �3% 
ompared to the realexperiments on the Internet.5.1 Experiments on Web Transa
tion Pro
essingThe pro
essing of web transa
tions involves a great deal of sear
hing at the server sites. Theperforman
e of web transa
tions were studied, and the measurements obtained from these studiesare presented here.Statement of the Problem: Se
tion 4, summarized that large variations in the 
ommuni
ationperforman
e metri
s is a reality on the Internet. The time of the day and the lo
ation of the host aretwo of the main 
ontributors to this varian
e. Sin
e the transa
tion pro
essing software 
omponentsrely on the underlying 
ommuni
ation software, it 
an be safely 
laimed that the performan
eof transa
tion pro
essing will demonstrate a similar behavior. This experiment strengthens thisassertion. It studies the e�e
t of the time of day on the performan
e of web transa
tionsPro
edure: The workload was a periodi
 bat
h of 20 web transa
tions every 10 minutes over a24 hours time span. The 10 minutes interval between two bat
h submissions was small enough to
apture the network dynami
s. A smaller interval would unne
essarily 
lobber the Internet without
ontributing to the study. The bat
h of 20 transa
tions was large enough to generate meaningfulaverage response time, throughput, and the abort pattern; but small enough for their exe
ution(plus experimental setup and bookkeeping) to �t in the 10 minute interval.The WANCE tool was used to 
ondu
t emulation experiments between Purdue and hosts inGermany, Finland, Norway, Israel, India, Japan, Hong Kong, Thailand, Australia, Brazil, Zambia,et
.Data: The results of experiments between the hosts at Raid Laboratory and Helsinki (Finland);and between the hosts at Raid Laboratory and Hong Kong are presented. The 
hoi
e of these15
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Figure 8: Con�guration of emulation experimentstwo remote sites 
an be explained as follows. First, the results from these two remote sites arerepresentative of all the other test sites. And se
ondly, be
ause they 
over mu
h of the globalspan and many di�erent time zones, they provide a better understanding of how network metri
sbehave at di�erent hours of the day. The response time, throughput, and transa
tion abort ratewas measured for ea
h transa
tion bat
h.The results are graphi
ally represented in Figure 9. X�axis represents the time of the day. Theexperiment was repeated over a period of 40 days. The data for ea
h day was also averaged andthe mean, varian
e, and the 95% 
on�den
e intervals for these averages were listed in this �gure.Dis
ussion: The data shows that the performan
e of web transa
tions on the Internet 
an 
hangedrasti
ally at di�erent times of the day. For example, the transa
tion pro
essing between RaidLaboratory and Helsinki (Finland) has mu
h better performan
e at night than during the day.This 
an be attributed to the fa
t that the minimum time zone di�eren
e between North Ameri
a16
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Figure 9: Raid Laboratory{Helsinki Raid Laboratory{Hong Kongand Europe 
onne
ted via a few trans{atlanti
 links is only about three hours. This suggests thatthe network traÆ
 patterns at di�erent times of the day are similar on at least these \shared"links. This is 
onsistent with the previous studies that show the message delivery is slower and lessreliable during the working hours in this region. The throughput was almost 2 transa
tion/se
ondat night, but dropped to below 0.5 transa
tion/se
ond during the day time.The web transa
tion performan
e between Raid Laboratory and Hong Kong is better than theprevious 
ase. It is attributed to the following two reasons: First, the time di�eren
e betweenthese sites is 13 hours. Thus, when it is day in USA, it is night in Hong Kong. Se
ond, theUS{Hong Kong Internet link is more reliable as has been evaluated in. Unlike the US{EuropeInternet 
ommuni
ation, where so many 
ountries share a few 
ross-Atlanti
 links, the US{HongKong 
ross-Pa
i�
 link serves only Hong Kong, an area smaller than New York 
ity.6 Performan
e of Basi
 Database Operations in WANStatement of the Problem: A web transa
tion 
onsists of basi
 operations like updating anexisting disk blo
k, inserting a new disk blo
k, and sele
ting a disk blo
k. Understanding theperforman
e of basi
 operations helps to extrapolate the performan
e of a parti
ular transa
tiongiven its a

ess pattern. In this experiment, the elapsed time for ea
h of these 
onstituent operationsin a transa
tion was measured.Pro
edure: The 
ost of exe
uting three basi
 queries was studied and analyzed: a query sele
tingone disk blo
k, a query updating one, and a query inserting one disk blo
k. Ea
h disk blo
k of therelation is 512 bytes long.The system was 
on�gured to emulate a host in UTA (University of Texas in Arlington), a hostin Hong Kong and a host in Finland. The same experiment was repeated in the LAN to get thedata set for 
omparison. Measurements are repeated 100 times for ea
h query (plus an extra �rst17



time to eliminate the 
old-start e�e
t). Query aborted due to the timeout be
ause of long delay ormessage loss in a WAN, would be restarted later.within Purdue{ Purdue{ Purdue{transa
tion LAN UTA Helsinki Hong Kongretrieve one disk blo
k 167 166 166 167insert one disk blo
k 286 352 754 1768update one disk blo
k 267 339 785 1786Table 2: Response time (millise
ond) for basi
 database queriesData: Table 2 shows the time in millise
ond taken by the pro
essing of the several basi
 webqueries. The time to retrieve one disk blo
k is the same for di�erent 
on�gurations. This 
ouldbe attributed to the fa
t that all disk blo
k reads 
an be 
ompleted using the lo
al 
a
he. Thus,the distan
e between two sites did not a�e
t the performan
e of retrieval queries. For insert andupdate queries, the distan
e played a signi�
ant role in their performan
e. The time for inserting orupdating one disk blo
k in the Purdue{UTA 
ase only in
reases slightly over the LAN, be
ause the
ommuni
ation delay between Purdue and UTA is around 35 millise
onds (averaged), 
ausing thepro
essing time to dominate. However, in Purdue{Helsinki and Purdue{Hong Kong experiments,the response time is notably in
reased. Communi
ation delay is around 300 millise
ond (averaged),for the Purdue{Helsinki 
ase, and around 1300 millise
onds (averaged) for the Purdue{Hong Kong
ase. Thus the message laten
ies dominate the pro
essing times for these queries .Next, the e�e
t of varying the number of disk blo
ks in a query on its performan
e was studied.Thee response time of the queries for inserting or updating or sele
ting 10, 20, 30, or 40 disk blo
ksin a relation was measured. The results are plotted in Figure 10. (Only the data from the LAN isplotted for the retrieval queries be
ause of their uniform performan
e in both LAN and WAN dueto the repli
ated data.)Dis
ussion: The response time for ea
h query is an approximate linear fun
tion of the number ofdisk blo
ks in it. Both update and retrieve queries are more sensitive to the number of disk blo
ksas they involve indexing, reading, and 
on
urren
y 
ontrol overheads. Insert does not need su
hoverhead. However, the gap between response time in a WAN and that in the LAN does not in
reasewith the number of disk blo
ks. This implies that in
reasing the data size in a transa
tion willin
rease the response time in both LANs and WANs, but the de
isive fa
tor is the 
ommuni
ationdelay not the size of the message. This also suggests that it is possible to proje
t the performan
eof transa
tion pro
essing from LANs to WANs.6.1 Multi-Programming Level and Con
urren
y ControlStatement of Problem: The number of 
on
urrent transa
tions in a system at any time is 
alledits multi-programming level (MPL). This experiment investigates the relationship between theMPL and the Web Transa
tion Pro
essing (WTP) [8℄ performan
e on the Internet using di�erent
ombination of 
on
urren
y and atomi
ity proto
ols. The two popular 
on
urren
y 
ontrol andatomi
ity 
ontrol proto
ols have been sele
ted: two-phase lo
king (2PL) and timestamp ordering(TO); and two-phase 
ommit (2PC) and three-phase 
ommit (3PC) respe
tively.18
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Figure 10: Response time for insert/update queries of several disk blo
ksPro
edure: The performan
e of WTP in three di�erent site 
on�gurations was 
ompared: withinRaid Laboratory (LAN); Raid Laboratory and University of Texas, Arlington (USA); and RaidLaboratory and University of Melbourne (Australia). A workload of 250 transa
tions with 50%average updates is used. The MPL was varied as 1, 2, 3, 4, 5, 10, 15, and 20 (MPL=1 is the normalbat
h mode). The WANCE tool is used to emulate the Internet 
ommuni
ation for distributedtransa
tions. The performan
e of four di�erent proto
ol 
on�gurations was measured: 2PL with2PC, TO with 2PC, 2PL with 3PC, and TO with 3PC. For ea
h value of MPL, the experimentwas repeated 50 times and averaged the measured data.Data: Figure 11 shows the response time, throughput, and abort rate of the ben
hmark transa
-tions using di�erent 
ombinations of 
on
urren
y and atomi
ity 
ontrol proto
ols, as the MPL isvaried. The results for WTP in LAN (leftmost graph in �g 11) environment are in
luded for the
omparing the performan
e.Dis
ussion: As the MPL in
reases, the response time in
reases monotoni
ally in all three 
on�g-urations, whi
h is as expe
ted. The in
rease in MPL of the system implies more data item 
on
i
tsand hen
e the blo
king/aborting of a transa
tion, delaying its 
ompletion.The abort rate also rises with the in
rease in MPL in all the three 
on�gurations. In 2PL based
ombinations, the higher 
ontention for data items in
reases the probability of deadlo
ks whi
h isresolved by aborting the transa
tions. In TO based 
ombinations, the probability of \out of order"arrival of read/write a
tions on a data item in
reases as the number of transa
tions in the system(MPL) in
rease. TO s
heduler reje
ts ea
h su
h a
tion, aborting the transa
tion. The 2PL+3PC
ase shows the highest abort rate. This is probably due to the extra round of message requiredin the Internet for 
ommitting a transa
tion. This extra message round in
reases the lo
k holdingtime for a transa
tion whi
h in
reases the probability of deadlo
ks. This might indeed be the 
asebe
ause a similar behavior is absent in the lo
al LAN 
ase.19
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Figure 11: MPL experiments with LAN, UTA, and AUS site respe
tivelyThe throughput in
reases initially for small MPL, but starts to dip for larger values of MPL.The in
reased throughput is due to the \non blo
king" 
on
urrent exe
ution of the transa
tions.As the MPL in
reases beyond a 
ertain value, the transa
tion aborts in
reases due to in
reasednumber of 
on
i
ts and prevents any useful work to be done at the lo
al site, thus redu
ing thesystem utilization.The \best" MPL value is lo
ated in the range of 4 to 7 for ea
h of the three 
on�gurations.This is the MPL at whi
h the WTP system 
an provide a

eptable response times without toomu
h 
ompromising on the 
on
urren
y, and hen
e the throughput. However, the throughputa
hieved at the \best" MPL value is lower and response times higher in 
omparison to LAN 
ase.Furthermore, for MPL equal to one, the di�eren
e in the throughput between LAN and WAN 
ases
an be fa
tored out as entirely due to the message delays and losses.The experiment suggests no signi�
ant impa
t of the MPL on the abort rate. This means thatthe unreliability of the Internet is the main 
ontributor for the transa
tion aborts. In the LANenvironment, the performan
e of TO s
heme is inferior to the lo
king s
heme. However, improvedthroughput with lower response times are observed in WAN environment with TO s
hemes. Thispreliminary result has been the motivation to look into the utility of lo
king s
hemes for the WANenvironment more thoroughly.6.2 Web Transa
tion Pro
essing and Ele
troni
 Commer
e SoftwareThe ar
hite
ture to set up the software for an ele
troni
 
ommer
e systems is based on the 
lient-server paradigm. A simple workstation or personal 
omputer with internet 
onne
tion serves as the
lient at the 
ustomer site. The window based interfa
e with 
olor 
an be useful. A large pool ofwebservers, a router with an in
oming link to the outside world, a swit
h that routes the in
oming20



pa
kage to a webserver and a large disk for the database are the main 
omponents at the vendersite. A ba
kend webserver software su
h as the \Apa
he" server or a dynami
 
ontent server 
antake 
are of most transa
tions and provides fairly enhan
ed 
apabilities. The database is usuallya large depository of multi-media images in
luding video, text, and �les. The user intera
tion isthrough a window based system but eventually presented to the system in the form of databasetransa
tions. The book [15℄ dis
usses network infrastru
ture, ar
hite
ture framework for ele
troni

ommer
e along with issues of se
urity and payments. The resear
h work at Carnegie MellonUniversity [10℄ present the se
urity issues, business models, set of proto
ols, and 
erti�ed deliveryme
hanisms. A prototype implementation is also dis
ussed. The resear
h at MIT media laboratory[9℄ dis
uss the software agents that are intelligent versions of transa
tions and mobile pro
esses.Software agents are employed to help with diÆ
ult and time 
onsuming tasks in ele
troni
 
ommer
ea
tivity. The resear
hers have experimented with a prototype system 
alled Kasbah. It was foundthat agents redu
e transa
tion 
osts asso
iated with end-
onsumer to end-
onsumer transa
tionswhere �nan
ial, timing, and trust issues 
an impede negotiations and 
ommer
e.The 
ore software in an e-
ommer
e 
ompany is a distributed system in whi
h the users trans-a
tions span over a wide area network. The system software/hardware of the vendor is usuallyin one lo
ation but proxy servers may exist at multiple lo
ations to 
a
he information needed bymany users repeatedly. Even though some 
ompanies are providing dedi
ated 
ommuni
ation lines(T1-56Kbps, T3-45Mbps lines) for large 
ustomers, mu
h of 
ommuni
ations takes pla
e over theinternet via Internet Servi
e Providers (ISPs). ISPs o�er high speed 
onne
tions to Internet. Fiberopti
-based integrated swit
hing and transmission systems may allow for 155-1000 Mbps and mayallow upto tens of millions of hosts in the future. Basi
ally it is a lo
al area network (LAN) envi-ronment in the 
ustomer and the vendor sites but they are 
ondu
ting transa
tions via wide areanetwork (WAN).6.3 Ele
troni
 Trading Appli
ation on WebIn appli
ations of ele
troni
 
ommer
e there are many types of transa
tions. Examples of appli-
ations are �nan
ial institutions whi
h 
an provide on-line a

ess to status of a

ounts, orders,shipping date, pri
ing et
. Supporting payment by a 
lient over the net brings the issues of se
urityduring the �nan
ial transa
tion.Se
urity 
an be enfor
ed by authenti
ation or en
ryption. Authenti
ation has a 
ommuni
ationoverhead. It involves a lengthy ex
hange of information between the 
lient and server su
h as keysbefore the se
ure 
hannel is set up. En
ryption has a 
omputational overhead. If en
ryption isused only for small data messages used in a �nan
ial transa
tion, then the overhead is a

eptable.But if huge multimedia data items are en
rypted, along with the 
ompression and de
ompressionroutines the en
ryption and de
ryption routines add a huge overhead to the data retrieval pro
ess[8℄. Ele
troni
 trading is the most ex
iting but �nan
ially appealing appli
ations. In ele
troni
trading, there are several overheads. They are 
omputation of algorithms, parti
ularly en
ryption;I/O time for database a

ess from various �les; and the 
ommuni
ation time for servers are involvedin exe
uting an order. For example, if the user wants to buy a parti
ular sto
k, the real time quotehas to be provided by the quote.
om servi
e. The user has to go the server at her ma
hine toa server at the broker's site and �nally to a server that has the a
tual information. In some
ases, there 
ould be as mu
h as twenty message ex
hanges involved due to the additional need forauthenti
ation, re
on�rmation, and seeking input from the user.The pro
ess of exe
uting a trade ele
troni
ally is very similar to the pro
ess of trading in person21



or via phone. In our experien
e to trade on phone, we found the steps as follows. The person dialsthe phone number of the broker (phone may be busy), the person pi
king up the phone has topage the broker assigned to the a

ount, the 
aller is identi�ed (not mu
h problem of se
urity onphone). The 
ustomer spe
i�es the sto
k of interest, asks questions like bid and ask pri
e (detailedquestions as volume, high/low of the day may not be always possible without being put on holdagain). The 
ustomer pla
es the order for the trade and the broker 
alls ba
k with 
on�rmation ofexe
ution. The steps take about 3 to 4 minutes and the return 
all from broker may take up to 15minutes or more.The ele
troni
 trading over the Internet is the emerging te
hnology and over 20 per
ent of thetrades are done via the Internet. Ameritrade 
laims to have three million a

ounts for ele
troni
trading. It 
osts about $250 to set up an a

ount. This is di�erent than 
omputer trading byinstitutional investors where 
omputer sell/buy programs are triggered based on some 
riterion.The ele
troni
 trading involves distributed pro
essing and 
ommuni
ation among several servers.The network laten
y plays a major role in the response times. First one must open the browsersu
h as Nets
ape or the Internet explorer. This takes about 15 se
onds on a PC. Next the usera

esses the broker's home page that takes another 2 se
onds. It takes another 30 se
onds to go thetrading page where one 
an be se
ure and login. After logging, the 
ustomer may want to get realtime quote from a New York Sto
k Ex
hange server (su
h as quote.
om servi
e). It has taken 5 to10 se
onds depending on the time of day. After the transa
tion is entered, the system presents theorder ba
k again to the user for 
on�rmation and that takes about 10 se
onds. The user �nishesthe transa
tion with a 
on�rmation entry. The user 
an also 
he
k the status of the order in 5se
onds. Other requests for holdings in a

ount, pri
e 
harts, resear
h reports are simple databasequeries and take 5-10 se
onds.The whole pro
ess of ordering a transa
tion for sto
k or option trading takes several roundtrips among the servers on the person 
omputer, the broker's 
omputer and the NYSE/NASDAQ
omputers. The 
ommuni
ation time over the WAN, LAN, and the se
urity me
hanisms a�e
tthe response time for the 
ustomer. Some time is for the display of pages on the s
reen. If the
ommuni
ation time 
an be redu
ed, the transa
tion 
an take pla
e in about two minutes. Thesto
k pri
e 
an 
u
tuate in this time so for a day trader, or institutional investor, this is too mu
htime. The ele
troni
 broker 
an not su

eed unless the 
ommuni
ation behavior 
an be improvedvia higher bandwidth. The multi-media presentation requires better 
onne
tions and modems. The
ommuni
ations will make or break the su

ess of not only trading but other ele
troni
 
ommer
eappli
ations.7 Con
lusion and Future WorkIt has been observed that 
ommuni
ation 
ost is a dominant fa
tor and a major performan
ebottlene
k for the web transa
tions. There are a number of ways whi
h 
an be employed toimprove web performan
e. One of the most e�e
tive ways of redu
ing the 
ommuni
ation delay istrough web 
a
hing. The do
umnets 
an be 
a
hed at 
lient sites as is done 
urrently by most webbrowsers or by web servers themselves, whi
h is most useful when a server 
ontains many pointersto other servers.To redu
e the 
ommuni
ation delays that hamper tight intera
tion between software systems,it is appropriate to investigate the use of mobile software agent te
hnology. This te
hnology allowsan agent in the form of program 
ode, data and exe
ution state to be pa
kaged into a message andsent a
ross the network to a remote 
omputer. The agent 
an 
ontrol multiple intera
tions with22



software resident on the remote 
omputer to a
hieve the intri
ate negotiation or planning that isrequied.The initial delay of sending the agent a
ross a wide-area network will be longer than for atypi
al intera
tion message, be
ause the software agent is larger than a typi
al message, but thatdelay is in
urred only on
e. For a
tivities that require hundreds or thousands of intera
tions, thetime savings 
an be substantial.For images, the option of redu
ing the size of the data without losing the semanti
 
ontenthas been explored. Beyond a 
ertain threshold of network distan
e and �le size response time isredu
ed if the image is lossy 
ompressed and transmitted.For the web page downloading, redu
ing DNS time will save overall downloading time. Toredu
e DNS time, the number of 
a
hed entries 
an be in
reased in lo
al DNS server. Ca
heentries for popular servers 
an also be for
ed. The next sour
e is 
onne
tion establishment time.If persistent-HTTP is used, then 
onne
tion time for more than one �le 
an be saved. High RTT
auses 
onne
tion time, time to get the �rst byte, and downloading time high. The RTT dependson Link and Router. Link bandwidth is in
reasing day by day. This study shows that router isa great sour
e of bottlene
k both for inside the US and international 
ountries. To in
rease theperforman
e of router, a
tive networking is being studied.This study should give a deeper insight into the issues related with the performan
e of webtransa
tions and will help to build more eÆ
ient, reliable and s
alable systems.8 A
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