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Abstract— Simulation, emulation, and wide-area testbeds exhibit dfer-
ent strengths and weaknesses with respect to fidelity, schiity, and man-
ageability. Fidelity is a key concern since simulation or eralation inaccura-
cies can lead to a dramatic and qualitative impact on the redts. For exam-
ple, high-bandwidth denial of service attack floods of the sme rates have
very different impact on the different platforms, even if the experimental
scenario is supposedly identical. This is because many pdgu simulation
and emulation environments fail to account for realistic canmercial router
behaviors, and incorrect results have been reported basecdheexperiments
conducted in these environments.

In this paper, we describe the architecture of a black-box rater profil-
ing tool which integrates the popular ns-2 simulator with the Click mod-
ular router and a modified network driver. We use this profiler to collect
measurements on a Cisco router. Our preliminary results deronstrate that
routers and other forwarding devices cannot be modeled asmiple output
port queues, even if correct rate limits are observed. We diiss our fu-
ture work plans for using our data to create high-fidelity network simula-
tion/emulation models that are not computationally prohibitive.

Keywords— simulation, emulation, testbeds, router modeling, route
benchmarking

|. INTRODUCTION

single link [14]. However, current work in emulation is fead

on connectivity, delays, and link capacities. Critical peo
ties of Internet forwarding devices such as latencies, mari
packet forwarding rates, policies, and queue sizes areacot a
rately incorporated, thus reducing the fidelity of the expents
that can be carried out on emulation testbeds. These prepert
are crucial when dealing with low-to-mid level routers. Gom
pared to core routers, low-to-mid level routers are more per
formance limited, yet, due to cost, they constitute the mitgjo

of the forwarding devices in Internet edges and enterprige n
works, and this is where most losses in today’s Internetioccu
Accurately modeling these devices is especially impoitatite
case of experiments with resource-based attacks, sinceroes
consumption models used in simulators and emulators are not
representative of today’s commercial routers [6].

To address these fidelity issues in both simulation and emula
tion, we propose to empirically develop models of real raaite
and packet forwarding devices (e.g., a variety of Cisco and J

.Popular ne_twork S'm‘ﬂ'amfs such as ns-2 [tr’] modgl any roupﬁ[)er routers). The construction and the validation of oodm
with no Quality of Service (Q0S) support using a single quelg il be concurrently performed in controlled lab expeghts
for every out.put port. The input .port and switching fqbrle o reduce modeling inaccuracies. These models can then be in
assumed to incur no losses and introduce no processingsdelay o rated into simulators such as ns-3 (currently undeelde

This simple model can significantly impact t_he fidelity of r®pment), and testbeds such as Emulab [25], DETER [9], and
sults when this router is a bottleneck in the simulated ndton”\” 3],

Discrepancies between the simulated and deployment lmsavi

can be especially large for security experiments (e.g.iatlef
service), high bandwidth traffic (e.g., IPTV) scenariog] apt-

Previous efforts to understand and profile routers and other
devices using black box benchmarking, e.g., [18], [4], [1B2],

work planning/dimensioning experiments (e.g., ISP upgsad have been conducted in limited settings. Our router modiils w
Our previous results with low-rate TCP targeted denial of seachieve higher fidelity by reflecting the specifics of the desi

vice attacks (reported in [6]) demonstrate that seemircgnti-

under diverse conditions. However, a model that is comphex a

cal tests on various testbeds and on the ns-2 simulator peoddifficult to validate is not useful. Hence, our model must inee

very different results. The discrepancies in the resultedre-

the following requirements: (i) the model derivation presés

cause routers and other forwarding devices have complex i same regardless of the device; (i) the model is dynamic,

chitectures with multiple queues and multiple bottlengeks.,

flecting load changes; (iii) model parameters are derivethfr

buses, CPUs) [2] that change in complex ways according to thetual devices under black box testing; (iv) the model isiacc

characteristics of the workload they are subjected to.

rate, but is allowed to miss special cases for the sake ofiscal

In commercial simulators such as OPNET [17] and OMrility; and (v) the model is not computationally too expemesi
NeT++ [1], detailed and complex models of routers, switchelowever, before we can develop these models, we need a data
servers, protocols, links, and mainframes are providedw-Hoacquisition system. This paper focuses on the architectire
ever, the model base needs to be constantly built and vetidatsuch a system which we refer to as tRkck-Box Profileror
and using complicated models significantly increases céapusBP. BBP was designed with the following considerations in

tional cost, hindering scalability.

mind: simplicity, flexibility,andcapability of high performance.

With network emulation, setups range from emulating largsur preliminary experiments with BBP underscore the need fo

segments of the network [20], [26] or just artificially shagia
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accurate router models, and demonstrate the feasibildgwodl-
oping such models.

The remainder of this paper is structured as follows. Sec-
tion Il summarizes related work. Section Il gives an ovewi
of our BBP system. Sections IV and V present the details of
our system. Section VI provides the details of our test setup
Section VIl discusses our results. We conclude in Sectidh VI



Il. RELATED WORK are highly realistic, repeatability is not possible in agurotion
E)@tup. Times-tamping was performed with GPS synchronized

Traffic generation, emulation, and black box testing are r AG cards [101. Such devi te but thev i
quired for black box profiling, and hence we summarize relat cards [10]. Such devices areé very accurate but they in-
crease the setup cost and complexity.

work on these topics in this section.

A. Traffic Generation I11. SYSTEM OVERVIEW

The Harpoon [19] traffic generator uses flow data collectedgjgyre 1 demonstrates the layout of our BBP infrastructure
by Cisco routers to create replay flows. The generated flows dghnected to a 2-port commercial router. A Symmetric Multi-
not uselive TCP stacks. Creating highly configuralilee (i.e., yrocessing (SMP) multi-NIC PC is used to emulate subnets tha
closed-loop traffic is important for our purposes. One of theyytiple flows can traverse. The router that is being profiled
earliest network simulation-emulation tools was VINT [+l e.g., a commercial Cisco or Juniper router or a programmable
part of ns-2. We could not directly use the ns-2 emulatiorecog, ter, js configured to provide routing between the subaets
as it does not support sending/receiving spoofed IPs (reduipence switches every packet that traverses the subnetsinTo m
for subnet emulation on a single node), and it is data-rate lijnize the measurement error, the BBP system is directly con-
ited. A recent effort to extend emulation in ns-2 was rembrtgected to the router. As discussed in Section II, it would be
in [15]. However, the system was not built to handle very high,ssiple to use a switch or integrate BBP into an Emulab-type

data rates and extensive packet logging with micro-secegd phenwork, but at the cost of an increase in measurement errors
cision, which are important for our measurements. A commer-— - . ote responsive (i.e., closed-loop) traffic, we cuilyen

cial alternative to generating live TCP traffic is the IXIAAT | . . ) .

, . : everage the ns-2 simulator which provides various TCPkstac
traffic generator [13]. IXIA devices use a proprietary OS dnd and traffic workload models. We plan to extend our traffic gen-
not allow changing the types of the TCP stacks, however. : . I L

eration capabilities by reproducing application worklséadsed
on real-life traces as in [21], [24]. Our custom additions
2 allow packets from ns-2 to be injected into the test network
Testbeds such as Emulab [25] and DETER [9] have the advafd vice versa. Since all the packets originate and terminat
tage of configuring variable sized network topologies via™iL  on the SMP PC, we can embed arrival/departure time-stamps
Capable switches. Such testbeds can be used to create liﬂ)- packet pay|oads with micro-second precision' withooit-
ple subnets connected to a router. Then, either a PC or a DAfing about clock skew/synchronization. The time-stargmf
card [10] can be used to log and time-stamp the traffic. We didckets occurs in the network device driver to get an aceurat
not use these testbeds because the profiling results whem ugistimate of the delay. Additionally, we can provide verywacc
them would include the delayS from these switches Conr@ctifhte accounting per packet and per flow to determine d8|8§’, lo
testbed nodes. The delays on these switches can also vaty dygordering, and corruption. The router configuration amfiope
the load from other testbed users, which would make ourt®syhance are implicitly captured in the collected data. Toderi
Incorrect. accurate device models for next generation simulatotbéds
NCTUns [22] is a powerful simulator with sophisticated emye.g., ns-3, DETER, VINI), we plan to collect measuremeats f
lation capabilities, using hooks into the Linux kernel illerto various Cisco and Juniper routers, and create prediction-eq
use as much of the OS code as possible to transmit and captidigs via regression analysis.
packets. NCTUns relies heavily gpfilter andtun/tapdevices

that are provided with the Linux kernel [23]. Since the NC'EUVE Netoded
i TP DATA

hooks are tailored to the FedoraCore4 2.6.11 kernel, itffs d
_ N| TAPL @ii UserToClick . //, <----

B. Network Emulation

cult to use another Linux distribution. The use of the ddfa
Linux IP stack also adds significant overhead and complexitytodeo —
to the configuration, and is less flexible than the Click madul

router [14], which we thus decided to use in our BBP. x| | @;j ClickToUser /;u
C. Black-box Testing Tepsink |

Black-box router testing is described in [18], [4], [16]. Nodet
In [18], a router was profiled with a focus on measuring its I'ig. 1. Example of a single TCP flow from the simulator into teswork and
action times to OSPF routing messages. RFCs 2544 [4] am@ versa.

2889 [16] describe the steps to determine the capabilifies o

router (e.g., forwarding rate). The RFCs only discuss using

homogeneous traffic for profiling, and do not discuss creatin IV. NS-2 INTEGRATION
models based on measurements.

Derivation of a router model from empirical observations is We use the ns-2 simulator [5] for traffic generation since it
discussed in [12]. The work derived simple queuing modeis, provides several TCP implementations that have been vatida
was not designed to handle loss events, and ignored intamact by the community. Further, ns-2 provides excellent cafiadsl
at the input ports. In that work, a production Tier-1 routersw for logging and debugging. In order to use ns-2, we had to make
used. While this ensures that the router configuration affidr a number of changes to the simulator as follows.

NetNodel

NS-2: Kernel



A. Emulation that we have added to the simulator to boost real time perfor-
nce. There are now three threads of execution in ns-2hé¢1) t

§1b:in simulation thread, (2) the packet reception thread (an

eq?_e log writer thread. The main simulation thread is veryilsim

tensive use of system calls as well as provide packet tré 13 0 ns-2.30 with one exception: it does not check if packetgha

capabilities from ns-2 to IP and vice versa. The packets fro?ﬁ”ved' Instead_, there IS a se_p_arate thre"’?d that che_cIny" ifa
the network are injected into the simulator via reading stek paCketS have arrived qnd .'f S0, injects them into the ma !

or by capturing packets witbpcap. However, the existing ob- Smc_:e the defaul_t _ns-2 IS s!ngle_threg(_:ied, we took caraspbdb
jects introduce two challenges. First, the performancibpthp avold race cond|t|on_s, while minimizing the“ numbe”r of chesig

is limited at high packet rates [8]. Second, it is not pogstbl we had to make. First, we modified the “Packet” class to be

spoof IP addresses in order to create an entire subnet vath pulti-thread (MT)-safe, as it maintains a global packee fist.
tinct flows on a single PC econd, we made the scheduler MT-safe. These two changes

To tackle the performance limitations of libpcap, we have b}:;\llow the packet reception thread to simply schedule theyew

passed the Linux IP stack completely and created two devicf'égveéj gack?ti in me nearl f”tufe- dWheE tthetrrr:aln S'ml:(l;t'on
that we callClickToUserandUserToClick These devices serve.n.r:(?te d 'Iﬁfoatﬁeess'm (Iaa?oerwy arrived packets, these pagkets
as large circular buffers which allow user space applicatito Injec : imd L

write packets to the kernel-level Click module and to reeeiv Since we collect information about all packets, every tap ob

packets from Click. Such direct access provides severalftien JSeCt f:olle;]:.ts .|n]format.|on .about mcommg;nd outgou;]gb.p?iskf
including low overhead and reception of arbitrary IP paskeﬁ torlng this n ormation in memory can be _cos_t prof _|t|0e
ong simulation runs. Hence, logging to disk is required. To

In a simple test, we have been able to read packets @bck- ? ) o : . ! :

ToUserat over 800 KPackets/s (Kpps). SimilarlyserToClick avoid blocking the main simulation thread during disk wsjte

can sustain high rates each tap object maintains two lists of packet data (in anjl out
To remedy the difficulty with spoofing, we have created o nce a list becomes sufficiently large, the tap agent migrate

own set of emulated objects. Figure 1 éhows the flow of TAPE list to the disk writer thread and creates a new freshTisé

packets through our objects. As before, the ns-2 agentsare ¢ isk Writer_thread processes the list writes in the orderliictv

nected to tap agents; however, the tap agents do not perform '(Ialhas received them.

ns-2to IP or IP_to ns-2 t_ranslatlon. Rather, these agentsgeo C. Real-Time Scheduler

the necessary information such as IP addresses and port num- . _

bers. The actual translation is performed by the two network The default real-time scheduler was inadequate for our pur-

objects (raw-net and raw-pcap) to which all taps point. Tiie o POses since itis based on a calendar structure and is noaféT-s

going network object converts ns-2 packets to IP and thetesvri Our tests have demonstrated that the Splay scheduler pebvid

them to theUserToClickdevice. The incoming network objectwith ns-2.30 yields a much higher insertion/deletion raise

reads from theClickToUserdevice, converts the IP packets intgpared to the calendar or heap schedulers. High insertedett

ns-2 format and then, based on the destination IP to tap bbjccritical for maintaining high packet rates as each pablest

hash, routes the ns-2 packet to the appropriate tap objéd. T eventually go through the scheduler. _

new arrangement makes it possible to have many flows with dis{n addition, we have modified the real time aspect of the

The latest version of ns-2.30 [5] has an emulation packa:
which allows outputting packets from the simulator into tied-
work and vice versa. The default emulation objects make

tinct IPs enter and depart from the simulator. scheduler to remove argleepcalls from the main processing
loop. This results in a trade-off between CPU utilizatiord an
B. Asynchronous I/O scheduling accuracy. To further increase the performahiteo

Currently in ns-2, packet transmission and reception is pércheduler, we have added a “catch-up” mode. In the catch-up

formed in a synchronous fashion with the help of the TCL Sugjode, the scheduler will try to fulfill all the tasks that mastur
system, resulting in less than optimal performance. Furtmy “now” without invoking thegettimgofdaysystem call per event.
logging that results in disk writes is problematic, as it etow In the case when the event rate is higher than the scheduler ca

down the main simulation thread, thus reducing real time pd©cess, the simulation will become non-realtime as thedch
formance [15] uler tries to catch up. Unlike [15], we did not use tRBTSC
' assembly instruction to reduce the overhead of calijejime-

T . ofday. Since our machine running BBP has 4 CPUs, calling
main ns—2 [ Asyne w RDTSC could have resulted in non-monotonically increasing
thread / time-stamps.

@ e, Our modified version of ns-2 can now process a 70 Kpps UDP
" Net flow that originates and terminates in the simulator. Thisnse
Schedule) . Reader . .
. : that the system manages 140 Kevents per second in real time.
Additionally, every packet that leaves and enters the sitoul
Pkts Out . . . .
UserToClick is logged to disk. We believe that this number would be much
higher if ns-2 were decoupled from TCL. However, this is a sig
Fig. 2. Relationship between I/O operations and threadsdrsimulator. nificant undertaking and hence we decided not to proceedtwith

at this time. The memory footprint of our modified ns-2 is sim-
Figure 2 demonstrates the architecture of asynchronous If& to that of a non-modified ns-2, according to the utility.




V. OS MODIFICATIONS cable that connects two cards on the PC, or an actual Ciscd 366
Generating traffic for collecting measurements is only bélf router. The Cisco router under test in our profiling e’(pe"“?e
Has onlytwo Fast Ethernet portsThe Cisco router was config-

our task. In order to collect measurements with micro-sdco d with minimal setti ¢ that f dina bet
precision, we had to make a few changes to the operating s&rse- with minimal setings to e“nsure 8,‘, orwarding betwee
tem e ports would happen on a “fast path” without special pro-

Linux Configuration. We used Linux 2.6.16.22 kernel and"339: The cross-over Cab"? conﬁguraﬂon is used sobely f
alibration, in order to determine the latencies due to thie n

configured the timer to run at 1000 Hz to increase clock resoft

tion. We also selected the option to enable high precisiockcl work cards. Th‘? queue Si?? for all the links has been sgt to 50
reporting. Finally, to avoid measurement problems, weldésh slots; however, in the profiling experiments the queue sies

APM/ACPI and CPU scaling. links going to and from the router are dictated by the paldicu

Device Driver. Since we aim to measure packet delays i(r)1]c the hardware. We use a PC with quad 1.8 GHz Xenon CPUs
' P y d PCI-E Intel Pro cards to run BBP on.

. n
the router under test and not in our system, we had to modﬁy

the device driver. This is as close as we can get to the point NetNodel ~ Nodel
where t_he packets g_et transmitted or received without regyi 100Mbos Tfag;ﬁkigems
a specialty card. Figure 3 demonstrates the steps we take to oms 10ms

time-stamp packets in the device driver.

bata moNﬁdeo NodeO
P\ 5E Traffic Agents
TS_out Lt (sec, nsec) = TimeOfDz oms = Sinks
TS_in
Chksum{ 2 . . .
Fig. 4. Test topology with two different subnets.
Headers<"— ChkSum Fix(...)
4 Calibration. Before we can proceed with data collection,

PCI_DMA_Transfer we must determine which network device configuration would

\"5 give the best performance and induce the least amount of nois

- 6 TX Pkt s i i
into the measurements. This measurement noise results from

. ) ) ) o _ _ the network card/bus specifics of our measurement machine.
Fig. 3. Time-stamping of packets during a transmit. Tinse¥giing during a We had an option to configure poIIing or interrupt based p’acke
receive is similar, except the flow is reversed with checksamection being . . . h
the last step. send/receive. We can also modify the buffer sizes. During ex

periments with UDP traffic, we encountered no losses when us-

When a packet arrives, we time-stamp it just before it is sefi Polling. When conducting TCP experiments, we noticed
to the device via a bus transfer. Since changing the paclet pRigher drops at the cards when using 80-slot buffers condpare
load will result in a corrupted TCP or UDP checksum, we rd0 using 256-slot buffers. Hence, for the rest of experimere
compute a new checksum. To avoid the overhead of computhigf 256-slot buffers and polling.
an entire checksum from scratch, we embed partial checksums
into the payload. This allows us to only compute the checksum
of the modified region and then add it to the partial checksumt This section describes the preliminary results we have ob-
obtain a correct checksum. Packet reception is done in dasimtained with a single UDP flow, as well as with 100 TCP flows.
fashion.

Click Modular Router. The default Linux IP stack was un-A. Single UDP Flow
suitable for our purposes for two reasons. First, the des&atk  Before utilizing complex traffic mixes in router measure-

was not designed to efficiently handle sending/receiving-nGments, we conduct a set of baseline experiments with unidi-
existent IPs to/from a user-level application. Seconddtfault recional UDP constant-rate flows. The experiments were con
stack has several features that we do not need which add oygfsted with a cross-over cable or with a Cisco 3660 router
head. Hence, we use the Click modular router kernel mOdUdﬁfhich has 2 ports). For each experiment, we collectedstitzti
In Click, it is easy to create a mapper of IPs to real devices g% 200 Kpackets. We repeated each experiment 10 times and
shown in Figure 1. In order to attach virtual subnets to a pafarived statistics fopacket delayn nanoseconds (nsec), includ-
ticular device, we have created a source-based routinge@lemj g themean, 5trand95th percentiledelays. The packet delay
When packets arrive, we simply direct them intGlickToUser g computed as the time it takes a packet to go fivetNode0
element. In case we need to run multigliick ToUserelements, o NetNodelor vice versa in Figure 4.
we can route incoming packets by destination. Table | shows the results with a UDP flow of 92-byte sized
packets. The data indicates that for all rates except 70 Kpps
cross-over cable gives little variation in the delay. In trast,
Figure 4 demonstrates the test setup which we have used@msco 3660 routers produce much more noticeatalgations
bothsimulations and profiling experiments. In the profiling extor all packet rates.
perimentsNodeQ Nodel NetNodeQandNetNodelare logical Table Il gives the delay results when using 1100 and
nodes on the same PC, while the “Router” is either a cross-o1&d00 byte packets at different packet rates. As in the experi

VIl. EXPERIMENTAL RESULTS

VI. TESTNETWORK SETUP



[ Test Type | 500 pps [ 10 Kpps [ 40 Kpps [ 70 Kpps |

run four times with a cross-over cable, and then with a Cisco

Cross-overl mean | o0 o | S| e 3660 router. For ns-2, we ran the experiment only once per TCP
95th | 22000 | 22000 | 26000 | 168000 flavor, as there is no non-determinism in the simulation. hEac
5th 56000 57000 55000 63000
95th | 109000 | 111000| 99000 | 228000

[ TestType | NewReno TCP[  FullTCP |

TABLEI [ Crossover| _ 0.00003553] 0.00003004]
PACKET DELAYS FOR92BYTE UDP [ Cisco 3660 | 0.0022 | 0.0000996 |
TABLE Il
ments with smaller packets, the variance on the Cisco rasiter AVERAGE TCPLOSS RATIOS

higher. There was no loss observed in any of these experﬁnent-l-ame Il reports the average loss ratios for this set of pngfi

This is because the Cisco 3660 router has a 107 Kpps M@neriments. The reported values represent the averageslos
imum Loss Free Forwarding Rate (MLFFR), which is highgeqyeernetNodetandNetNode1 In the ns-2 simulations, the
than our highest rate of 70 Kpps. We are currently creatingygnns only occurred atode0andNodelfor both TCP flavors,
special limited-capability version of our system that caemte 55 |ong as the queue sizes for the other links were above 30. No
at much higher packet rates, in order to induce packet l0Ssesjpsses were observedmetNodendNetNode’n the simula-

The large variations in packet delays on the Cisco 3660 Cgfl,s |t is also interesting to note that for the Cisco 3@B6re
be partially explained by examining its architecture. TH&CG ;45 a noticeable change in loss ratios betwisewRencand
3600 family has a central CPU with a single bus and interrug,tcp.
driven 1/O [7]. The non-uniform scheduling of interruptsdan 1, report packet delays, we merge the individual runs and

high CPU load can result in highly varying packet forwardingg|ect data from the 150 second to 230 second mark, in order

times. to examine the data after all the flows are past the initiakslo
‘ TestType | 1100 UDP | 1400 UDP | start phase. Figure 5 presents the reSulBelay r(_asults in the
[ 500 pps | 10Kpps | 500 pps | 8000 pps | case of ams-2router are simply the sum of queuing delays and
Cross-over| mean | 105577 ] 108283 | 129797 | 132152 transmission delays. Clearly, the distributions derivedf the
5th | 104000 | 104000 | 128000 | 128000 , . L . .
o5th | 107000 | 114000 | 131000 | 134000 physical experiments are quite different in nature. This lca
Cisco 3660 | mean | 270272 | 274343 | 323447 | 341869 attributed to the complex nature of today’s routers and jgays
5th 243000 249000 [ 297000 328000 : i H
et —257000- 253000~ —350000- 354000 devices [2]. Not surprisingly, the choice of TCP flavor ang-se

ment size had a noticeable effect on the simulation andedstb
experiments.
The differences in the delay distributions between thesros
Corresponding experiments witis-2 producenon-varying OVer and Qisco 3660 scenariqs indicate that it is possitfiteo
delays equal to twice the packet transmission delay (whégt the noise due to the profiler and represent the routey dela
transmission delay equals the packet size divided by the lifliStribution more accurately. We therefore plan to use oeam
bandwidth), regardless of the queue size. This is expeated s SUrements to develop higher fidelity router models.
packets are transmitted twice between HetNodesand there
is no link propagation delay or queuing delay, and ns-2 doés n

TABLE Il
PACKET DELAYS FOR1100AND 14008YTE UDP

VIIl. CONCLUSIONS ANDFUTURE WORK

model processing delays. In this paper, we have described the architecture of a router
profiling system which we refer to as BBP. Our system is sim-
B. Multiple TCP Flows ple, flexible, and capable of high performance. The datargene

We now conduct experiments with 100 long-lived TCP flow&t€d by our profiler has validated our conjecture that reuiee
NodeOandNodelin Figure 4 generate 50 TCP flows each, deg_omplex devices wh_lch cannot be _eaS|Iy modeled_as a callecti
tined to each other. We have chossewRenowith delayed ©f OutPut queues, without accounting for processing dedags
ACKs andFullTCP agents in ns-2 to generate TCP traffic iffther device-specific bottlenecks. 3 _
two separate set of experimeniewRenavas chosen because " the short term, we are conducting profiling experiments
it is a well-studied and widely deployed TCP stack. We confid‘-"th more realistic traffic mixes, more_subnets, TCP SACK-sup
ured theNewRenagents to use close to MTU-sized segments pert. smaller measurement information added to each packet
1400 bytes. SincEUllTCP is similar to Reno TCP in BSD4.4 and incremental instead of partial checksums. In the long,te
we have chosen it for comparison and kept its configuration'4€ Plan to use a variety of Cisco router types for experimenta
default. Its default segment size is 536 bytes. In both caises tion. Based on our results, we plan to derive statistical eted
ACKs were 96 bytes to fit in our measurement payloads. V& the routers which can be used in simulators/emulators-to i
are currently modifying our system to eliminate this aduitil crease the f|QeI|ty of their results. Fllnally, we plan to grae
payload. our results with the ns-3 and emulation testbed developefent

For this set of experiments, we had to slightly modify th&ts-
topology in Figure 4 by changing the links betwagadesand
NetNodedo 97 Mbps. We needed to do this because the gen
ated traffic was over-running the network cards and leadiray t
large number of transmission drops. Each TCP experiment wa®lease note that scales on the graphs are different.
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