CERIAS Tech Report 2006-55
Trust Negotiation with Hidden Credentials, Hidden Policies, and Policy Cycles
by Keith B. Frikken, Jiangtao Li, Mikhail J. Atallah
Center for Education and Research in

Information Assurance and Security,
Purdue University, West Lafayette, IN 47907-2086



Trust Negotiation with Hidden Credentials, Hidden Policies, and Pakty Cycles*

Keith B. Frikken
Department of Computer Science, Pu

Jiangtao Li

Mikhail J. Atallah
rdue University, West\ledfe, Indiana

{kbf, jtli, mja}@cs.purdue.edu

Abstract

In an open environment such as the Internet, the decision

to collaborate with a stranger (e.g., by granting access to a
resource) is often based on the characteristics (rathentha
the identity) of the requester, via digital credentials:c&ss
is granted if Alice’s credentials satisfy Bob’s access @oli

The literature contains many examples where protecting the

a substantial extension of the state-of-the-art in privacy
preserving trust negotiations.

1 Introduction

Whereas in the past access decisions were based on the

credentials and the access control policies is useful, andidentity of the entity requesting a resource, in open system

there are numerous protocols that achieve this. In many of

such as the Internet, this approach is ineffective whenghe r

these schemes, the server does not learn whether the clierfPUrce owner and the requester belong to different security

obtained access (e.g., to a message, or a service via an e

ticket). A consequence of this property is that the client ca
use all of her credentials without fear of “probing” attacks

by the server, because the server cannot glean information

about which credentials the client has (when this propesty i
lacking, the literature uses a framework where the very use
of a credential is subject to a policy specific to that creden-
tial). The main result of this paper is a protocol for negoti-
ating trust between Alice and Bob without revealing either
credentials or policieswhen each credential has its own ac-
cess policyassociated with it (e.g., “a top-secret clearance
credential can only be used when the other party is a gov-
ernment employee and has a top-secret clearance”). Our
protocol carries out this privacy-preserving trust negeti
tion between Alice and Bob, while enforcing each creden-
tial’s policy (thereby protecting sensitive credentialspte

domains that are controlled by different authorities, poss
bly unknown to each other. One alternative is to diggtal
credentialdfor satisfying access control policies [3, 12, 21].
Digital credentials are digitally signed assertions alibat
credential owner by a credential issuer. Each digital cre-
dential contains an attribute (or set of attributes) abbet t
owner. The decision to grant access to a resource is based on
the attributes in the requester’s credentials, such a®oHi
ship, security clearance, employment, group membership,
credit status, etc.

A typical scenario for accessing a resource using digital
credentials is for the requester, Alice, to send her recoest
the resource owner, Bob. Bob then responds with the policy
that governs access to that resource. If Alice’s credential
satisfy Bob'’s policy, she sends the appropriate crederttal
Bob. After Bob receives the credentials and verifies them,

that there can be a deep nesting of dependencies betweel€ grants Alice access to the resource. Observe that, in this

credential policies, and that there can be (possibly over-

scenario, Alice learns Bob’s policy and Bob learns Alice’s

lapping) policy cycles of these dependencies. Our resu|tcredentials. Such a strategy is straightforward and effficie

is not achieved through the routine use of standard tec
nigues to implement, in this framework, one of the known
strategies for trust negotiations (such as the “eager strat
egy”). Rather, this paper uses novel techniques to imple-
ment a non-standard trust negotiation strategy specifjcall
suited to this framework (and in fact unusable outside af thi
framework, as will become clear). Our work is therefore

*Portions of this work were supported by Grants 11S-032534S5;
0219560, 11S-0312357, and 11S-0242421 from the Nation& B Foun-
dation, Contract NO0014-02-1-0364 from the Office of Navas&arch, by
sponsors of the Center for Education and Research in InfamaAssur-
ance and Security, and by Purdue Discovery Park’s e-eiger@enter.

h- however it is unacceptable if the credentials or the access

control policies are considered to be sensitive infornmatio
Clearly, it is advantageous for the requester to protect her
credentials, as revealing them may violate her personal pri
vacy. The motivation for hiding the policy is not necessaril
protection from an evil adversary. It could simply be the de-
sire to prevent legitimate users from “gaming” the system
— e.g., changing their behavior based on their knowledge
of the policy (which can render an economically-motivated
policy less effective). This is particularly important fooli-
cies that are not incentive-compatible in economic terms
(e.g., they suffer from perverse incentives in that they re-



ward the wrong kinds of behavior, such as free-loading). Or such situations, the client may understandably have {egiti
it could be that the policy is a commercial secret — e.g., Bob mate concerns about using credentials that she deems sensi-
has pioneered a novel way of doing business, and knowl-tive — in fact the client may be required to protect certain
edge of the policy would compromise Bob’s strategy and credentials (e.g., a top-secret clearance credentialjs Th
invite unwelcome imitators. Finally, a process that hides A poses a problem for the previous schemes, which require
ice’s credentials from Bob is ultimately not only to Alice’s the client’s ability to use all of her credential set. There-
advantage but also to Bob’s: Bob no longer needs to worryfore, there is a need for a trust negotiation system that can
about rogue insiders in his organization illicitly leaking mitigate these concerns.
selling Alice’s private information, and may even lower his In traditional trust negotiation [30, 32, 25, 34, 33, 29]
liability insurance rates as a result. Privacy-preseovais the notion of sensitive credential protection has been well
a win-win proposition, one that is appealing even if Alice studied (see Section 3). In these schemes, each sensitive
and Bob are honest and trustworthy entities. credential has an access control policy — a credential i use
For these and other similar reasons, there has been a sul{er revealed) only when the other party satisfies the policy
stantial amount of recent work [17, 6, 14] on performing for that credential. This does not prevent SCALP, but it does
this type of attribute-based access control while protect- allow the user to control the potential leakage of her creden
ing Alice’s credentials and Bob's policies. One assump- tials. The schemes in [14, 17, 6] did not reveal credentials
tion of these schemes is that the resource owner does nobut could not handle policies for credentials (i.e., theglte
learn whether the requester obtained access. When this isvith the easier special case where each credential’'s access
the case, the requester can use all of her credentials withoucontrol policy was unconditionally “true”). The present pa
regard to their sensitivity level, as these schemes do akt le per is the first to combine the techniques for hidden cre-
the requester’s credentials to the service provider. Hewev dentials with the notion of policies for sensitive credaltti
this “resource owner does not learn” property may not hold These credential policies have to be considered sensgive a
in practice for the following two reasons: well, because otherwise the server (or client) can game the
system in many ways. For example, if the client knows the
1. In many scenarios, the server grants access to serviceaccess control policies for the server’s credentials tihen s
rather than messages. Thus, for certain types of ser-will know the path of least resistance to unlock certain cre-
vices, the server has to know whether the client got dentials and thus she will be able to probe more easily.
access to the services. In fact there are audit and ac- The rest of this paper is organized as follows. We begin
counting requirements that cause many organizationswith a detailed description of our contributions in Sectn
to require learning whether access took place. We review trust negotiation and propose a new definition of
) . trust negotiation that supports policy cycles in Section 3.
2. Evenifthe server offers messages rathgr than Servicesyeyt we formally introduce our approach to trust negotia-
message requests are not independent in most systeMgy, i Section 4, and then we review some cryptographic
For example, suppose a client requests mes3dge 1,5 in Section 5. We present our protocol for privacy-
which contains a hyperlink to messagé;, and that 5 eqerving trust negotiation in Section 6. We give efficienc
same client subsequently requests a few minutes  jh1vements for our base scheme in section 7. We give a
later; although the server does not learn for certain thatsketch of the proof of security in Section 8. We discuss the

thedclient successfully obtained, inferences can be related work in Section 9, and we conclude in Section 10.
made.

For the above reasons, the server could learn whether the ~ Our Contributions
client obtained access. This may seem like an insignificant
bit of information, but since the server can set his policy to ~ We introduce a protocol for privacy-preserving trust ne-
be an arbitrary function, this enables the server to probe th gotiation, where the client and server each input a set of
client for sensitive credentials. For example, the sena&y m credentials along with an access control policy for each of
intentionally set his access control policy to be “only peop  their credentials. The protocol determines the set of @sabl
with top-secret clearance can access the resource”. Whemredentials between the client and the server, and then will
the client obtains access, the server learns immediataty th process the resource or service request based on theslient
the client has a top-secret clearance credential. usable credentials. A credentialusableif its access con-

This Sensitive CredentiAl Leakage Problem (SCAIsP) trol policy has been satisfied by the other party. Our proto-
not due to any flaw or weakness in the previous protocols col is complicated by the fact that: (1) the policies for sen-
(e.g., [17, 6, 14]) but rather exists in any situation whéee t  sitive credentials may themselves be sensitive and therefo
server can link transactions to the same client and has arcannot be revealed, (2) the client should not learn informa-
bitrary freedom when creating the access control policy. In tion about which of her credentials or the server’s creden-



tials are usable, and (3) the server should not learn informa consists of a sequence of credential exchanges. Trust is es-
tion about which of his credentials or the client’s credaisti  tablished if the initially requested resource is granted an
are usable. The rationale for requirement (1) was given inall policies for disclosed credentials are satisfied [3Q, 32
the previous section. Requirements (2) and (3) are becausdn this case, the negotiation between the client and server
if the client or server were to learn which of its credentials is asuccessfuhegotiation, and otherwise, it isfailed ne-

are usable, then this would reveal more information about gotiation. We give the formal definition for traditional &tu

the other party’s credential set and thus facilitate prgbin negotiation as follows:

attacks. The technical contributions of this paper include _ . .
Definition 1 (Traditional Trust Negotiation) Let Cs and

Ps (Cc andPc¢) be the sets of credentials and policies pos-
protocol and several novel cryptographic protocols for sessed by a negotiating server (client). The negotiation is

> 1 .
carrying it out. One of the challenges is the distinction Mtiated by a request fos € Cs  from the client. The
between having a credential and being able to use thatgoal of trust negotiation is to find aredential disclosure
credential (when its access control policy has been sat—iequfencéclk’]c' L = 8), wr?ereclz». < sz U Ce, a'ng s(;;gh
isfied), while requiring that “not having” a credential hat for eache;, 1 < i < n, the policy for; Is satisfied by

be indistinguishable from *having but being unable to "€ credentials already disclosed, i.8., (U, .; ¢;) = 1. If
use” a credential. the client and server find a credential disclosure sequence,

the negotiation succeeds, otherwise, it fails.

1. We develop a new privacy-preserving trust negotiation

2. We propose aeverse eager trust negotiation §trat- The sequence of disclosed credentials depends on the
cay (denoted axkE strategy) thaF handle§ arbitrary decisions of each party; these decisions are referred to as
pollcy. CYCIES' Whelreas the existing traditional trust- a strategy. A strategy controls which credentials are dis-
hegotiation strategies (such as the eager strategy [3(_)])closed, when to disclose them, and when to terminate a ne-
are mherently_ unable to handle .SUCh cycles (gven _'f gotiation [34]. Several negotiation strategies are predos
these strategies were properly implemented in this in [30, 32, 34]. For example, in the eager strategy [30],
framework). two parties take turns disclosing a credential to the other

side as soon as the access control policy for that credential
3 Trust Negotiation: Review and Discussion s satisfied. For the reader unfamiliar with the eager strat-

egy, we describe it in more detail in Appendix A. Although

In trust negotiation [30, 32, 25, 34, 28, 33, 29], the dis- the c_ryptographic contributions of this paper will make it

closure of a credentiat is controlled by an access con- POSSible to implement the eager strategy in the framework
trol policy p. that specifies the prerequisite conditions that cOnsidered, we do not pursue this approach because it fails
must be satisfied in order for credentiato be disclosed.  (© handle policy cycles. In fact, if there is a policy cycle,
Typically, the prerequisite conditions are a set of creden- the trust negotlatlop _\/\(|II fail under Def|_n|t!on 1. We now
tials C C C, whereC is the set of all credentials. As Propose a new definition of trust negotiation that supports
in [30, 32, 25, 34, 33], the policies in this paper are mod- Policy cycles.

eled using propositional formulas. Each poligy takes  pefinition 2 (Cycle-Tolerant Trust Negotiation) Let Cg

the forms — os(c1,...,cr) wherec,,...,c, € Cand  gndpg (Co andPe) be the sets of credentials and policies

¢s(c1,- -, c) Is a normal formula consisting of literals  yossessed by a negotiating server (client). The negatiatio

¢;, the Boolean operators and A, and parentheses (if s initiated by a request fos € Cs from the client. The

needed). In this papes is referred to as the target pf,  negotiation between the client and server succeeds if there

and¢,(c1,...,c) is referred to as the policy function of  ayists usable credential sety C Cs andUy C Ce for

Ds- the server and client respectively, such that{® Us, (2)
Given a set of credentiats’ C C and a policy function v, ¢ ¢, ¢e(Uc) = 1, and (3)Ve € U, ¢.(Us) = 1.

¢s(c1, ..., cx), we denotep,(C’) as the value of the normal  otherwise, the negotiation fails.

formulags(zy, ..., z,) wherex; = 1ifand only if¢; € C’

(otherwisez; = 0). For example, ifp, = (c1 A ¢2) V ¢3, Note that the above definition allows for many possible

then ¢, ({c1,co,cs}) = 1 and¢s({c1,c4}) = 0. Policy Uc,Ug solution pairs, and does not capture any notion of
ps is satisfiedby a set of credential§’ C C if and only ~ minimality for such pairs: Some solution pair may be a
if $4(C') = 1. During trust negotiation, one can disclose Proper subset of some other pair, and either of them is con-

credentials if ¢,(C") = 1 where(’ is the set of credentials ~ sidered acceptable. This is fine in the framework of this pa-
that she has received from the other party. per, because at the end of the negotiation nothing is redeale

. A trust neQOtiation protocol is normally initiated b)_’ a 1For simplicity, we model service as a credential. In order to obtain
client requesting a resource from a server. The negotiations, the client has to have credentials that satigfy




about the specifiti-, Us pair, i.e., neither party can distin-

because of the “optimism” of thRE strategy (in that a cre-

guish which pair was responsible for access or whether thatdential is tentatively usable, until proven otherwisekleg

pair was minimal or notlt also implies that the trust negoti-

no longer cause a problem, because a “self-reinforcing” cy-

ation strategy we design need not make any particular effort cle’s credentials will remain usaBlévhereas it deadlocked

at zeroing in on a particular pair (e.g., a minimal one)

Example 1 Suppose the client and server have the follow-
ing policies:

Client Server

Dey 1 €1 S Ps: S c5V(caAcy)
Dey t €2 < S2 A\ S3 Dsy 81 < Cp

Pes - C3 < S¢ Psy, - S2 < C1

Pey - C4 < true Psy + 83 < C4

wheres denotes the server’s servicgs, s1, s2, s3} denote
the set of server's credential§¢y, co, c3,c4} denotes the
set of the client’s credentials. Under Definition 1, the nego
tiation between the client and server would fail as there is
a policy cycle between; andss, and there exists no cre-
dential disclosure sequence ending wititHowever, under
Definition 2, the negotiation succeedsl&s = {c1, ca, ¢4}
andUs = {s, s2, s3} is a solution pair.

Clearly, if the trust negotiation between the client and
server can succeed in Definition 1, it will also succeed in
Definition 2, but not vice-versa (e.g., see Example 1). In the
next section, we describe a reverse eagé&) Gtrategy that

efficiently determines whether the negotiation can succeed

(under Definition 2) giverfs, Ps, Cc, andPe. Then, we
will give a privacy-preserving trust negotiation prototwt
securely implements thRE strategywithout revealingCg

andPs to the client andwithout revealingCo and Pg to

the server.

4 Our Approach

We begin this section with an intuitive, informal presen-
tation of our approach. The eager strategy for trust negotia
tions can be thought of as one of “progressively increment-
ing the usable set”: The set of usable credentials is ifyitial
set to the unconditionally usable credentials, and each ite
ation adds to it credentials that have just (in that itergtio
become known to be usable. It is, in other words, a con-
servative approach, whose motto is thatredential is not
usable unless proved otherwisehe iterative process stops

in the eager strategy). ThRE strategy (the details of which
are given later) is made possible by the fact that we carry out
the iterative process in a doubly blinded form, so theit
ther party learns anythingnot only about the other party’s
credentials, but also about their use policies for these cre
dentials). TheRE strategy and blinded evaluations work
hand in hand: The former is useless without the latter, and
it should not be used outside of this particular framework.
The rest of this section gives a more precise presentation
by firstintroducing the notation that will be used throughou
the rest of the paper, then defining our problem and giving
a more detailed overview of our approach.

4.1 Notation and Definitions

Before describing the details of our approach, it is nec-
essary to give a more formal notation than the intuitive ter-
minology of the previous section.

e We uses to denote the server’s service or resource
that the client requests. Without loss of generality, we
models as a credential.

e We useCc (resp.,Cs) to denote the set of the client’s
(resp., the server’s) hidden credentials. We uge
andng to denote the size af- andCg, respectively.
Referring to Example 1Cc = {c1,¢2,c¢3,c4} and

TLC:4.

We useP¢ (resp.,Ps) to denote the set of the client’s
(resp., server’s) policies.

We useR(p;) to denote the set of credentials relevant
to (i.e., that appear in) the policy function of the policy
p;. For example, if the policy function fags; takes the
form of ¢;(c1,...,cx), thenR(p;) = {c1,..., ¢k}

We useR(P¢) (resp. R(Pg)) to denote the union
of all the R(p;)’s over allp; in Pc (resp. Pg), i.e.,
R(Pc) = U,,ep. R(pi). We usemc andms to de-
note the size oR(Pc) and R(Ps), respectively. Re-
ferring to Example 1R(Ps) = {c1, ¢2, ¢4, ¢5, c6 } @and
ms = 5.

when no more credentials are added to the usable set. This

conservatism of the eager approach is also why using that

strategy would lead us to deadlock on cycles. Our over-

all strategy is the opposite, and can be viewed as a “reverse

eager” strategy: Initially all credentials are temposacibn-
sidered to be usable, and each iteratiecreaseshe set of

usable credentials (of course the decrease is achieved im-

plicitly, so as not to violate privacy — more on these imple-
mentation details is given in the next section). Note that,

We uselio (resp.s) to denote the set of the client’s
(resp., the server’s) credentials whose policaes
presumed to have been satisfi@ek., these are the
currently-believed usable credentials); as stated earlie
these sets will decrease from one iteration to another.
Initially, U = Cc andUs = Cg, and throughout the
iterative process we havé C C¢c andifs C Cg.

2See Section 4.4 for proof



4.2 Problem Definition

the other party). After this, the negotiator blindly deces
their own local presumed-usable credential set accorglingl

The goal of this paper is to develop a solution such that Recall that we usé/- (Us) to denote the set of the client’s
the client and server are able to learn whether trust can bgserver’s) credentials that are presumed usable, i.epata

established without either party revealing to the othetypar
anything about their own private credentials and policies

ticular stage of the iterative process, for each credeimtial
Uc (Us), the corresponding usability policy is currently sat-

(other than, unavoidably, what can be deduced from theisfied (although it may cease to be so in a future iteration).

computed answer). We formalize tipgivacy-preserving
trust negotiatiorproblem as follows.

Problem 1 The server input€s andPg and the client in-
putsC¢, Pc, and a request for the server’s servicen the
end, both the client and server learn whether the client’s ac

cess tos can be granted based on their credentials and poli-

cies, without revealing their sensitive credentials anlit po
cies to the other party. In other words, they want to know

whether the trust negotiation between the client and server

succeeds under Definition 2 without leaking other informa-
tion, except fom¢, ng, mg, andmg.

Having stated the problem, we will now discuss the in-
formation revealed by the protocol. The valugs andng

We present th&E strategy in Figure 1.

reverse-eager-strategy (C, P,Uo)
C: the local credentials of this party.
P: the local policies of this party.
Uo: the credentials used by the other party.
Output
U: the local credentials that can be used,
Procedure
Uu=_c,
For each credential € C
let ¢’s policy bep.. : ¢ «— ¢.;
if p.(Uo) =0, thend =U — {c};
returni/.

reveal the number of credentials that the client and server

respectively have and the valuesc and mg reveal the
size of all policies for all credentials for the client ane: th

Figure 1. Pseudocode for the RE strategy

server. We do not view this as a problem because the parties Our approach to privacy-preserving trust negotiation is

can pad their list or their policies with dummy credentials.
We now list the security properties required of a solution (a
more detailed version is given in Section 8).

1. Correctness If trust can be successfully negotiated,
then both the client and server should output with
overwhelming probability if they follow the protocol.

. Robustness against malicious adversariéfighe trust
negotiation fails, then both the client and server should
outputfalse even if one of the participants is malicious
(i.e., behaves arbitrarily) with overwhelming probabil-
ity.

. Privacy-preservation The client and server should
not learn anything about the other party’s private input

(credentials and policies) or intermediate results (us-
able credential sets), other than what can be deduced

from the yes/no outcome of the negotiation.
4.3 Overview of Our Approach

As described earlier, our overall strategy for privacy-
preserving trust negotiation is tiRE strategy. During each
round of theRE strategy, a negotiator blindly (i.e., with-
out actually learning the outcome) checks which of their
presumed-usable local credentials are in fact not usable (a

cording to whether the policy for it has ceased to be satis-

to implement theRE strategy in a secure way. We give the
high-level description of our protocol in Figure 2. In itgth
server first initializeg/s. Then the client and server run a
secure version of thRE strategy protocol to updat#- and

U, iteratively forn rounds, where: = min(ng, ng) (recall

that the trust negotiation using the eager strategy takes at
mostn rounds). In the end, i§ € Ug (i.e., s can be used),

the negotiation succeeds, otherwise, it fails.

privacy-preserving-trust-nego(s,Cc, Pc, Cs, Ps)
Output
true or false
Procedure
Initialize Us;
Fori=1,...,min(nc,ng)
Uc = reverse-eager-strategy(Co, Po,Us);
Us = reverse-eager-strategy (Cs, Ps,Uc);
If s € Ug, outputtrue, otherwise, outpufalse.

Figure 2. High-level description of privacy-
preserving trust negotiation

Clearly, Us andUs should not be known to either the
client or the server. Thug: andi/s need to be maintained
in such a way that the values df> andis: (1) are un-

fied based on the the new presumed-usable credential set dinown to the client and server and (2) cannot be modified



by a malicious client or server. We maintdify: in the fol- 2. during iteration ¢ — 1, Cx,;—1 Iis computed
lowing split way: For eacle € C¢, the client generates two based onCx,;-2 and Cx,; o, i€, Cxi1 =
random numbers.[0] andr.[1], and the server learns one Ix(Cxi—2,Cx i 2);

of them, denoted as.. If ¢ € Ug, thenr, = r.[1], oth-
erwiser. = r.[0]. The client does not learn which value
the server obtains, and so by splittitdg: in this way, the
client does not leartic. Furthermore, the server does not  The above facts (1), (2), and (3), together with the
learn anything about/c, as the values he obtains from the  yonotonicity of the functiorysy, imply thatCx; C Cx.i 1.
client look random to him. We maintaliic in an analogous

way. Our protocol will keep this form of splitting as an in- A corollary of the above lemma is that, to prove the cor-
variant through all its steps. This does not solve all pyvac  rectness oRE, it suffices to show that for every credential
problems of the negotiation, but it will be one of the guiding . of party X, ¢ is unusable if and only if there is some itera-

3. by the induction hypothesis we ha¥g ;_; C Cx ;—_2,
andCx ;1 CCx i

principles of our protocol. tion i after whichc ¢ Cx ;. The next lemma proves the “if”
part. Recall thaf (X') denote the correct usable credentials
4.4 Proof of RE Strategy for X.

j C ;.
We now provide a proof of the correctness of fRE Lemma 2 For every:, we haveZ(X) € Cx.;

strategy for trust negotiations. That is, we prove that at  Proof: By induction oni. The basis; = 0, is trivial
the end of theRE negotiation every unusable credential has becaus&x, = Cx. For the inductive step; > 0, we
been marked as such (the other credentials correctly retairassume that credentialwas removed by iteration (i.e.,
their initial label of “usable™). So not only does RE not pro- thatc ¢ Cx.i-1 andc ¢ Cx;), and we show that it must
duce a minimal usable credential set g&ir, Cg, in fact it then be the case that? C(X). Observe that
will produce a maximal pair in the sense that every creden-
tial (whether essential or not) is kept usable unless marked 1- ¢ & fx(Cx,i-1,Cx 1)
otherwisg. As s.tated earlier, this isjustifieq by the iridist 2. by the induction hypothesis, we ha¥eX) C Cx i1
guishability to either party of any two solution pairs. andC(X) C Cx ;. '
Throughout this section, we usk;, X € {C, S}, to -
denote the usable credential set of the clienX(i= C) or The above (1) and (2), together with the monotonicity of
of the server (itX = S) after iteration: of the RE negotia- fx, imply thate ¢ fx(C(X),C(X)), i.e., thatc ¢ C(X).
tion has completed. We ugk o to denote the initial (prior U
to iteration 1) usable credential set (which equaly. We The above lemma proved that everyemoved by the
useX to denote{C, S} — X. RE negotiation deserves to be removed (the “if” part). To
Letting C(X) denote the correct usable credentials for complete the proof, we need to prove the “only if” part:
X, our goal is therefore to prove that, after the last itera- That every unusable credential will eventually be marked as
tion 7 of the RE negotiation, we hav€x; = C(X) and such by theRE negotiation. That is, we need to prove that
Cx.i = C(X). Note thatCx; = fx(Cx,i—1,Cx ;1) for everyc ¢ C(X) will, for somei, be removed by iteration
some monotonic functiorfx. (Although in factCx, de-  This s proved in the next lemma.
pends only orC¢ ; _; and not onCx ; 1, it does no harm
to give a more general proof, as we do below, for the case
when it can depend on both.)
The next lemma proves the intuitive fact that an iteration Proof: For every credential, let thelevelof ¢ be defined
1 cannot cause an unusable credential to become usable. 3zs follows:

Lemma 3 For everyc ¢ C(X), there is an iteratiors for
whiche € CX,i—l andc % CX,i-

Lemmal Cx; C Cxi 1, fori=1,2,... e If cis unconditionally usable thdavel(c) = 1.

. , ) . ) . e If the usability policy forc is p.. thenlevel(c) = 1 +
‘ Proof: By |r?duct.|qn on;. For the basis of t.he md_ucthn, max{level(v) : v € R(p.)}. (Recall thatR(p,) is the
1 = 1, the claim .tr|V|aIIy holds because, prlqr'tc.) '|terat|on set of credentials relevant to poligy.)
1, all the credentials of each party are in their initial usab
setCx . We now turn our attention to the inductive step, We claim that a credential ¢ C(X) is removed after

i > 1. Observe that at mostlevel(c) iterations, i.e., that for some< level(c)
we havec € Cx;—1 andc ¢ Cx ;. This is established by
1. during iteration, Cx ; is computed based afix ;1 a straightforward induction otevel(c), whose details we

andCX7i_1, i.e.,CX,i = fX(CX,ithX"j,_ﬂ; omit. J



5 Review of Cryptographic Tools and Hidden 5.3 Scrambled Circuit Evaluation
Credentials System
The scrambled circuit evaluation protocol was developed
by Yao [31]. This protocol involves generatorand an
evaluator in which the evaluator has private inputand
the generator has private inpyt and they want to jointly

The concept of Identity-Base Encryption (IBE) was first computef (, y) without revealing their private inputs to the
proposed by Shamir [26] in 1984, however the first usable gther party.

IBE systems were discovered only recently [5, 9]. AnIBE | the scrambled circuit evaluation protocol, the gener-
scheme is specified by following four algorithms: ator builds a circuit for computing, constructs a scram-

_ _ bled version of the circuit, and then sends the scrambled
1. Setup:A Private Key Generator (PKG) takes a security cjrcuit to the evaluator for evaluation. In a scrambled cir-

5.1 Identity-based encryption

parameteik and generates system paramet&rrsms cuit, each wire is associated with two random numbers, one
and a master secret params is public, whereas is corresponds t0 and the other td. Before the evaluation,
private to PKG. the evaluator uses oblivious transfer to obtain the random

values for the input wires corresponding to each bit of her
2. Extract: Given any arbitraryD € {0,1}*, PKG uses  private inputz. During the evaluation, the evaluator learns
params, s, andID to compute the corresponding pri- exactly one random value for each internal wire, yet she
vate keydip. doesn’t know whether it correspondsmr 1. Finally the
evaluator sends the outcome of the evaluation to the gener-
3. EnCI‘ypt: It takeSparams, ID and p|aintexM as input ator, who recovers the final result.
and returns ciphertext. The scrambled circuit evaluation protocol is secure
against semi-honest adversaries and has been implemented
4. Decrypt: It takesparams, dip gnd cip.hertexC as input by Malkhi et al. in [22]. Lety be a security parametes,
and returns the corresponding plaintéxt be the cost of a 1-out-of-2 oblivious transfer, assuming the
circuit to computef is ans-input, t-gate Boolean 2-ary cir-

An IBE scheme enables Bob to encrypt a message usinguit, the cost of the scramble circuit protocoti$ps + ).
Alice’s ID as the public key, and thus avoids obtaining the When the size of the circuit is linear to the size of the input,
public key from Alice or a directory. Boneh and Franklin the cost of the protocol i©(ps).
proposed an IBE scheme from the Weil pairing [5]. Their
scheme is secure against adaptive chosen ciphertextsttacks 4 Review of hidden credentials system

5.2 Homomorphic Encryption The hidden credentials system was proposed by Holt et
al. [17, 6]. In that system, there is a trusted Credential

A homomorphic encryption scheme [23, 24, 10, 11]is an Authority (CA) Wh_o issues credgntials_for users ir_l the sys-
encryption scheme in which the plaintexts are taken from aten?. Each user in the system is assigned a unigue,
group@, and given the encryptions of two group elements Wherenym could be either a real name or a pseudonym. A
one can efficiently compute a encryption of their sum. Usu- h[dden credential is a digitally signed assertion abouttap a
ally this computation involves a modular multiplication of ~tribute of a credential holder by the CA. Roughly speaking,
the encryptions, leG = Z,; whereM is a large integer, ~ 9ivenan IBE_scheme, _ah|dden_ credentiall for username
we haveE(a) - E(b) = E(a + bmod M). Itis easy to see ~ 1ym a_nd attributeattr is the private key corresponding to
thatF(a)¢ = E(c-a mod M). the Strlngnym| |attr. ) )

Damgard and Jurik [11] recently proposed a homomor- _ W& now give a simple example of how Alice accesses
phic encryption scheme in which all users can use the samd30P's resource using the hidden credentials. Suppose Bob’s
RSA modulusN when generating key pairs. Under the resourcel/ has an access pollcyvyhlch states thashould '
Decisional Composite Residuosity assumption and Deci- Ny b_e accessed by studgnts. Alice has a student credential
sion Diffie-Hellman assumption, the Daggl-Jurik cryp- cred, i.e., cred.r_lym = Alice and cred.a?tr = student.
tosystem [11] issemantically secureThe semantic secu- 10 access\/, Alice sends her usernamdice to Bob. Bob
rity property guarantees that an eavesdropper cannot lean€SPONds Withl (M, Alice[|student), the IBE encryption of
any information about from E(a). More precisely, given M using |dent|tyAhce||.student. Alice uses hgr credential
two arbitrary messagez, andm,, the random variables cred to decrypt! (M, Alice||student) and obtains\/. Note

representing the tWO_homomorphiC er)crypti(E“(Sno) and 3|t is possible to support multiple CAs in the hidden creddsitiys-
E(mq) are computationally indistinguishable. tem [17]. For simplicity, we assume there is only one CA.




that Bob does not learn whether Alice possesses a student

credential from the above interaction.

6 Protocol for Privacy-Preserving Trust Ne-
gotiation

6.1 Building Blocks

We now describe two building blocks, one for blinded
policy evaluation, the other for equality test for array-ele
ments. These building blocks will later be used in the secure
RE strategy protocol.

6.1.1 Blinded policy evaluation

The goal of the blinded policy evaluation is for Bob to
evaluate Alice’s policy without learning her policy. Alice
should learn nothing about Bob’s input nor the output of the
evaluation. We define the input and output for this blinded
policy evaluation in Figure 3.

Input: Alice has a private policy functionp

{0,1}* — {0,1}, two random numbers, andt,,
andk pairs of valueqr1[0], 71 [1]}, . .., {rx[0], r&[1]}
Bob hask valuesry, ..., r, wherer; € {r;[0], r;[1]}.

; Alice
T1=T"1 [1]

Output: Bob Iearnst¢(
learns nothing.

e [1])

Figure 3. Input and output of blinded policy
evaluation

The protocol for blinded policy evaluation was given
in [14], for details see Appendix B. In most cases, it re-
quires a polynomial amount of communication, and works
for a family of policy functions.

6.1.2 Equality test for array elements

In an equality test for array elements, Alice has a private ar
ray (z1,...,z,) and Bob has a private arrdys, . .., y,).
They want to learn whether there exists an indexch that

x; = y;. The result of the equality test is known to nei-
ther Alice nor Bob. We define the input and output for this
protocol in Figure 4.

This equality test can be implemented by a scrambled
circuit evaluation protocol [31, 22]. The protocol reqaire
O(p?*n) communication and computation, whepes the
maximum bit-length of each; andy; or the security para-
mater (whichever is larger). We give an efficiency improve-

ment that reduces that communication and computation re-

Input: Bob hasn values(yi,ys, ..., y,). Alice hasn
values(x1, xa, ..., x,) and has two random numbe
to andty.

rs

Output: Bob learng; if and only if there3 i € [1..n]
such thatr; = y;, and learng, otherwise. Alice learns
nothing.

Figure 4. Input and output of equality test for
array elements

quirement taD(pn) (that is of independent interest) in Sec-
tion 7.

6.2 SecureRE Strategy Protocol

The goal of the secur®E strategy protocol is to se-
curely implement theRE strategy in Figure 1. We denote
the participants of this protocol by Alice and Bob, where
Alice is either the client or the server and Bob is the oppo-
site role. In this section, we introduce a protocol to com-
pute secure-reverse-eager-strategy(Ca, Pa,Cp,Up) (the
items subscripted byl are Alice’s values and those sub-
scripted byB are Bob’s values), where the outputli
in the split-form described earlier. The careful reader may
notice a discrepancy between this and Riestrategy de-
fined earlier. Note that in this casfs; represents an array
of Boolean values marking which credentials are usable,
whereas in the previous case it represented the actual cre-
dentials. A credentialg of Alice’s is not usable if Bob's
usable credentials do not satisfy Alice’s usability polioy
c. Figure 5 describes this protocol.

Intuiton of Correctness/Security: In Step 1 of the proto-
col, Bob will learnt; [1] if he has credential; and he can use
it, and otherwise he learng0]. Note that these values were
generated by Alice. The first part of this (i.e., Bob hgs

is captured by the value; that is, Bob is able to obtain if
and only if he has;. Furthermore, if Bob’s credential; is

ci,» thend; = x in Step 1b. The second part of this (i.e., Bob
can use;) is captured by the séig; that is, Alice will have
rB[1] if Bob can use:; can she will have-?[0] otherwise.
Putting these pieces together implies thigtéqualsc; and
Bob can usé;” if and only if  + 77 [dP] = d; + r7[1].
Thus the equality test for arrary elements protocol congpute
the desired value.

In Step 2 of the protocol Alice and Bob learn their shares
of U, that is Alice will learn a pai(r;[0], 7*[1]) and Bob
will learnr{[1] if and only if Alice can use credential and
he will learnr{[0] otherwise. Note that Alice can use cre-
dentiala; only if Bob’s usable credential (computed in Step
1) satisfies Alice’s policy fow;. However, this is exactly



Input: Bob inputs: (1) a set of credentiatSg, which we denote by, ..., b, and (2) his share df{z, which
we denote by ordered paifts? (0], r2[1]), ..., (rZ[0],7B[1]). Alice inputs: (1) a set of credentialS,, which

we denote byiy, . .., an, (2) a set of policies for these credentigh,, which we denote by, ..., pm,, and (3)
her share of{z, which we denote byZ[d?],...,rB[dZ] (noted? is 1 if Bob can usé; and is O otherwise).

Output: Alice learns her share of the updatetf4 which is denoted by ordered pairs
(r{[0], 7 [1]), - .., (rA0],74[1]).  Bob learns his share of the updatéd, which is denoted by

rtm

rf[d‘f‘], oA [dﬁ], whered{‘ =p;(Up).

rtm

Protocol Steps:

1. Determine which credentials in Alice’s policies Bob has aad use Suppose that the credentialsiiP 4 )
arecy, ..., c;. Alice randomly generatdsordered pairs(¢1[0], t1[1]), - . ., (¢x[0], tx[1]). For each credent
tial ¢;, Alice and Bob engage in the following steps:

(a) Alice picks a random number and sends. = I(z, ¢;) (the IBE encryption of: based on the hidden
credentiak;) to Bob.
(b) Bob decryptsn using each of his hidden credentials, and obtdins. . , d,,, whered; = I~1(m,b;).

(c) Alice creates a vectat; = (x + r8[dP],... = + rB[dE]) and Bob creates a vectas = (d; +
rB[1],...,d, +rZ[1]). Alice and Bob engage in an equality test protocol for arlaynents where

they each input their own array and Alice inpu®)] and¢;[1]. At the end of the protocol, Bob obtains
t;[x;]. Note thatz; is 1 if and only ifc; € Up and Bob hag; (that is Bob can use the credential and
he actually has it) and is 0 otherwise.
2. Computd{4: For each credential;, Alice and Bob engage in the following steps:
(a) Alice randomly generates an ordered gajt[0], 7 [1]).
(b) Alice and Bob securely evaluate; using blinded policy evaluation. Alice input
pi, (rA[0], r2A[1]), {(t1[0], £1[1]), - . ., (t&[0], tx[1])} and Bob inputs{t;[z1], ..., tx[xx]}. Atthe end
of the protocol Bob obtains;! [d{'].
3. Alice and Bob producel/s: Alice learns (r{{0],7{}[1]),..., (r2[0],7/2[1]) and Bob learns
i, rinldi

n

Figure 5. Secure RE strategy protocol secure-reverse-eager-strategy(Ca, Pa,Cp,Up)

what the blinded policy evaluation in Step 2 does. scribe the protocol in Figure 6.

Proof of Correctness/Security: A more detailed proof Intuition of Correctness/Security: In Step 1 of the pro-
sketch is given in Section 8. tocol, the server sets its set of usable credentials to all of
its credentials (recall that tHRE strategy protocol assumes
everything is usable initially and that things are removed
from this set).

In Step 2 of the protocol, the client and the server take
turns updating their usable credential sets based on tkee oth
party’s usable set. Once a set ceases to change then the
usable sets will cease changing and we will have com-
puted the maximal usable credential set. Note that since
we are assuming monotonic policies this will take at most
min{ng, ng} rounds to compute this set.

Finally, as we model the service as a credentjalthe
client will haver{ [1] after Step 3 if and only i; is in the
Us.

Cost analysisSteps 1(a)-1(c) are performédtimes. Step
1(c) requires) (np?) (Wherep is a security parameter) com-
munication. Thus Step 1 requir€gknp?) communication,
but this can be reduced @(knp) if the protocol in Section
7.1 is used for Step 1(c). Assuming that the policies can be
computed with circuits that are linear in the number of cre-
dentials, Step 2 require3(mkp) communication. Nowk
isma, nisng, andm is n 4, and so this protocol requires
O(map(na+np)) communication (assuming policies can
be computed by a circuit of size linear in the number of bits
of their inputs).

6.3 Privacy-Preserving Trust Negotiation Proto- _ .
col Proof of Correctness/Security: A more detailed proof

sketch is given in Section 8.

We now “put the pieces together” and give the overall Cost analysis Step 2 of the protocol is executed
protocol for privacy-preserving trust negotiation. We de- min{n¢, ng} (call this valuen) times. An individual exe-



Input: The client ha®’ andPc. The server haSgs (call these credentials, . . ., s,,.) andPs. Furthermore,
s1 is the service that the client requested.

Output: If the trust negotiation between the client and server canesed, then both the client and server output
true, otherwise, they outputlse.

Protocol Steps:

1. Initialize Us. For each credential; € Cs, the server picks two random numbérs’[0], 7[1]}. The server
sends-? [1] to the client. The client calls this valug [x;]

2. Fori=1,...,min(n¢,ng):

(&) The client and server run the secuRE strategy protocol (Figure 5) to obtaibic
secure-reverse-eager-strategy(Cc, Pc, Cs, Us) in split form.

(b) The server and client run the securRE protocol (Figure 5) to obtainlls =
secure-reverse-eager-strategy(Cs, Ps, Cc,Ue) in split form.

3. Output result. To determine whethes; € Us, the server sends a hashygf[1] to the client. The client
checks if the hash af; [x;] matches this value; if it is a match then the client proves thithe server by
sendingr{[z;] to the server (and both parties outpute), and if it is not a match the client terminates the
protocol (and both parties outpfatse).

Figure 6. Privacy-preserving trust negotiation protocol

cution require®)(p(mec +mg)(nc+ng)) communication  sets cease changing is not a good idea. Another option is
and thus the protocol requir€np(mc +mg)(nc +ng)) to limit the number of rounds to some reasonable constant.
communication. This does not have privacy problems, but it could cause the
negotiation to succeed where it would not have succeeded
under Definition 2 of trust negotiation. However, if there is
domain-specific knowledge that bounds the longest creden-
tial chain, then this is a viable option.

7 Efficiency Improvements

7.1 A more efficient equality test for array ele-

ments )
8 Security Proofs

In this section, we introduce a more efficient protocol for
the equality test for array elements. This protocol is eslat In this appendix we discuss the security of our protocols.
to the protocol proposed by [13] for secure set intersection We first define what is meant by security. We then briefly
Figure 7 introduces this protocol. Note that this protoeel r  (due to page constraints) sketch components of the proof of

quires onlyO(np + p?) communication (instead @ (np?) security.

communication). We give the proof sketch of correctness

and security in Section 8. 8.1 Definition of Security

7.2 Reducing the number of rounds The security definition we use is similar to the stan-

dard model from the secure multi-party computation liter-
A possible criticism of our protocol for trust negotiation ature [15, 7]. The security of our protocol is analyzed by
is that it require®) (min{nc, ng}) rounds. Th&RE strategy ~ comparing what an adversary can do in our protocol against
requires this many rounds in the worst case, but in practicewhat an adversary can do in an ideal implementation with a
it requires much less (it requires rounds proportional & th trusted oracle. Specifically, we will show our protocol is no
length of the longest policy chain). Our protocol can be worse than this ideal model by showing that for any adver-
modified to stop as soon as the usable credential sets ceasgary in our model there is an adversary in the ideal model
changing. However, this is not recommended as it would that is essentially equivalent. Thus if the ideal model is ac
leak additional information, and this information alloves f ~ ceptable (in terms of security), then our protocols musi als
additional probing. For example, if the negotiation regsir  be acceptable.
5 rounds then both parties can deduce that the other party Defining the ideal model for private trust negotiation is
does not satisfy at least 4 of their credentials. Thus, fromtricky. First, the ideal model has to be defined such that
a privacy standpoint terminating after the usable credéenti there are no “violations of security” that are achievable in



Input and Output: See Figure 4.

Protocol Steps:

1. Alice and Bob both choose semantically secure homomomgaigryption schemel 4, and E' that share g
modulusM and exchange public parameters.

2. Alice creates a polynomidP that encodes the values where the constant coefficientliéwhich can be
done since this arithmetic is modular). In other words shdsfapolynomialP(z) = n,2" + 1, 12"~ +
-+ +maz + 1 whereP(z;) = 0 for all z;. She sendsto BoB4(n,),..., Ea(m).

3. Bob chooses a valugs uniformly from Z3,. For eachy;, Bob chooses a valugs ; uniformly from Z3,
and he computeE 4 (P (y;)))"" Ea(ks +vyi) = Ea(gp,iP(yi) + kg + v;) (call this valueE 4 (;)). Bob
sends to AliceE s (a1), ..., Ea(an), Ep(kp).

4. Alice decrypts the values to obtain, . .., «,. She then computes, — o, ..., x, — a, She checks fo
duplicate values, and if there are duplicates she repldioestiaa occurrences of a value by a random value.
Alice chooses a valuk,4 uniformly from Z},. For each of the values; — «o; she chooseg, ; uniformly
from Z3, and then she computé&s (kp)Ep(z; — i)™ Eg(ka)= Eg((z; + kg — ai)qa,i + ka) (We
will call this value E5(8;)). Alice sends to BotEs(51), ..., Eg(Gx).

5. Bob decrypts the values to obtad, . . ., 5,. Bob then creates a polynomi@l that encodes these valu
where the constant coefficientis In other words Bob finds a polynomiél(z) = v,z" + 12"~ ! +
-+ vz + 1 whereQ(8;) = 0 for all 3;. Bob sends to Alic& (V) - .., Es(71).

6. Alice chooses two valugsandg4 uniformly from 23, and compute€z(Q(ka)ga + k) and sends this
value to Bob.

7. Bob decrypts this value to obtain. Alice and Bob engage in a scrambled circuit evaluation cé@umlity
circuit where Alice is the generator with inpkitand she sets the encodings for the output wirg tior the
negative encoding and tg for the positive encoding and Bob is the evaluator with ingut
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Figure 7. Secure Equality Test for Array Elements.

this ideal model; otherwise, there could be “violations of cific credential becomes unusable. The oracle will simulate
security” in our protocols. Furthermore, the ideal model theRE strategy using the access control policies defined by
must be defined in such a way as to allow useful trust ne-each party’s control algorithm. At the end of the negotia-
gotiation to take place; otherwise it and our protocols will tion the oracle will inform the client and the server whether
not be useful. This is further complicated by the fact that access is granted. Due to page limitations we do not discuss
the RE strategy does not make sense in a non-private set-the above ideal model in more detail.

ting (as one cannot revoke knowledge from another party).

Thus we define a fictitious environment where the partiesg 2  Sketch of the Security Proof

have "chronic amensia” about the other party’s credentials
In such an environment tHeE strategy is plausible, and so

our ideal model simulates this environment. We will now sketch part of the proof. As it is too lengthy

to include in full detail, we focus only on one specific aspect
We now informally define an ideal model implementa- of the system. We focus on the Secure Reverse Eager strat-

tion of our scheme. In the ideal model the client seids  egy protocol (which is the key component of our system).

andP. to the trusted oracle, and the server sefigsPg, We first show that if Alice is honest, then Bob cannot in-

ands to the oracle. We modéP- andPs as arbitrary PPT  fluence the outcome of the protocols so that he unrightfully

algorithms. These algorithms will simulate the parties’ be keeps one of Alice’s credentials usable.

havior during theRE strategy. Thus these algorithms should

be viewed as control algorithms that: (1) define which cre- Lemma 4 In the secureRE strategy protocol (Figure 5): If

dentials to use during each round, (2) define the access conAlice is honest and after the protocol a specific credential

trol policies (which we model as PPT algorithms over the a; (with policy p;) is in U4, then Bob has a credential set

other party’s currently usable credentials) for its crdids Cp such thatp;(Cp) is true.

during each round, and (3) can force the oracle to termi-

nate. We stress that these algorithms cannot do the above Proof: Because step 2 is done by SCE and Alice is an

operations based upon the state of the negotiation. For exhonest generator, by Lemma 5 all that we must show is that

ample, they cannot force the oracle to terminate when a speafter step 1, Bob learrts[1] only when he has credential.



By way of contradiction, suppose Bob does not have cre-
dentiala;, and that he learns[1] in Step 1c. By Lemmas 6
and 7, Bob only learnsg [1] when there is a match in the ar-
rays created by Alice and Bob in Step 1c. If there is a match,
then Bob must be able to learrwith a non-negligible prob-
ability, but this implies that he can invert the IBE encrgpti
with non-negligible probability, but this contradicts thhe

IBE encryption scheme is secure. d

Lemma 5 In scrambled circuit evaluation: If the genera-
tor is honest and the evaluator learns at most one encoding
for each input wire, then the evaluator learns at most one
encoding for the output wire; furthermore this encoding is
the correct value.

Proof: We omit the details of this lemma, but similar
lemmas are assumed in the literature .

Lemma 6 In the circuit-version of the equality test for ar-
ray elements: If Alice is honest, Bob learfysonly when
there is an index such thatr; = ;.

Proof: Since Alice is the generator of the circuit and is
honest, Bob will input a set af values and will learm; only
when one of higy values matches one of Alice’s values
(by Lemma 5). O

Lemma 7 In the other version (Figure 7) of the equality
test for array elements: If Alice is honest, Bob leatns
only when there is an indeéxsuch thate; = y;.

Proof: By way of contradiction, suppose Bob leams

1. Bob does not have;: In Step 1b of the protocol, Bob
will not learn the valuer, and thus there will not be a
match in Step 1c (with very high probability). Since
there is no match in the array, Bob will leatf[0],
which is correct.

. Bob hasc; but cannot use it Supposé; = ¢; and

Alice hasr?[0]. In this cased; = x, but Bob’s vector

entry will bex + 7 [1] and Alice’s will bex + r7[0].

Since there is no match in the array, Bob will learn

t;[0], which is correct.

Bob hasc; and can use itSupposé; = ¢; and Alice

hasr#[1]. In this cased; = x, but Bob’s vector entry

will be z + rP[1] and Alice’s will bex + r[1]. Since
there is a match in the array, Bob will leafil], which

is correct.

In step 2 of the protocol, Alice and Bob securely evaluate

p; based upon which credentials areliiy. If p;(Up) is

true, then Bob will learn#[1] (signifying that Alice can

usea;) and otherwise he will learn/*[0] (signifying that

Alice cannot use;). O

3.

9 Related Work

Our work is originally motivated from the existing au-
tomated trust negotiation literature [4, 30, 25, 34, 33,
29] whose goal is to enable trust establishment between
strangers in a decentralized or open environment, such as
the Internet. In trust negotiation, each party establistves
cess control policies to regulate not only the granting ef re
sources, but also the disclosure of credentials (and gdgssib

and there is no match in their arrays. In Step 7 of the pro- policies) to others. A negotiation begins when a party re-
tocol Bob must know the valuk (by Lemma 5). Thus in  quests access to a resource that is protected by an access
Step 5 of the protocol, Bob must be able to generate a non-control policy. The negotiation process consists of a se-
zero polynomial of degree that hask 4 as a root, but this  quence of cautious and iterative exchanges of credentials
implies he knowsk 4 with non-negligible probability. This  and possibly access control policies. In successful nego-
implies that in Step 3, Bob can generate valugs. . ., a,, tiations, disclosed credentials eventually satisfy theeas
such that there is an value that isz; + kg. This implies control polices of the desired resource. A security require
Bob knowsz; with non-negligible probability, and this im-  ment for trust negotiation is that no credential should be
plies that there is a match in the arrays. d disclosed unless its access control policy has been sdtisfie
The above only shows one part of the proof. We must The concept of privacy protection in the previous trust nego
also show that if Alice is honest, Bob cannot learn whether tiation schemes differs from the one in our scheme. In exist-
he made a specific credential usable (he can force a credening trust negotiation schemes, a resource (e.g., a sewice,
tial to be unusable, but this has limited impact). Further- credential, or a policy) is revealed and delivered to theoth
more, we must show that if Bob is honest that Alice does party, when the policy for the source has been satisfied. In
not learn which of her credentials are usable (other thanour framework, neither the credentials nor the policies are
what can be deduced from her policies; i.e., a globally us- revealed to the other party, even when the policies for the re
able credential will definitely be usable). These proofs wil source and the credentials are satisfied. Furthermoref, all o
be in the full version of the paper. We now show that the the intermediate results of the negotiation remain unknown

protocol is correct, that is if the parties are honest, tihen t
correct usable set is computed.

Proof: In step 1 of the protocol, Bob learns a vakye:;]
wherez; is 1 if Bob has credential; and can use it. There
are 3 cases to consider:

to each participant. Thus, our scheme offers better privacy
protection than the existing schemes.

Recent work on using cryptographic protocols for trust
negotiation includes hidden credentials [17, 6, 14], decre
handshakes [2], oblivious signature based envelope [20],



oblivious attribute certificates [18, 19], and policy-badse
cryptography [1]. In these protocols, Alice has some pri-
vate credentials (or attribute values), Bob has a policgt(th
may or may not be private), Alice and/or Bob want to de-
termines whether Alice’s credentials satisfy Bob’s palicy
While these protocols are useful in general and can be in- [5]
tegrated into trust negotiation systems as valuable mgldi
blocks, none of the protocols address the SCALP problem,
i.e., Alice’s credentials are not protected by any of hef-pol
cies in those protocols. Therefore, our work is substdptial
different from this other work.

Our problem is closely related to Secure Function Eval-

uation (SFE) [31, 16, 15].

In SFE, Alice has an input

z, Bob has an inpuy, Alice and Bob want to compute

f(z,

y), where f is public to both of them. Elegant gen-

(4]

(6]

(7]

eral constructions have been developed to solve any SFE [g]
problems [31, 16, 8]. Our paper uses two-party SFE tech-
nigues, however, it is not a routine usage of these tech-
nigues because (1) we had to first propose a suitable overall
strategy for the negotiation (i.e., what “overall globahéu

tion” to compute in the first place); and (2) in the standard
SFE problems, neither party’s inputs are certified, but in ou
problem, some of the inputs are verified off-line by a third
party (recall that Alice and Bob input their credentials is- [10]
sued by the CA instead of directly providing their attritgite
to the protocol), and verifying the credentials using the-ge
eral solutions to SFE is expensive.

10

Conclusion

In this paper, we gave an efficient protocol for Alice and
Bob to negotiate trust, such that Alice does not learn Bob’s
credentials and policies, and Bob does not learn Alice’s cre [12]
dentials and policies. The only information they learn is

whether the trust between them can be established, or in

other words, whether Alice is eligible for Bob’s service or
resource. Our work is a substantial extension of the state-o
the-art in privacy-preserving trust negotiations. Theiet
of our work contain technical results of independent inter- [14]
est, such as the secure protocol for an equality test foy arra
elements.
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A The Eager Strategy

In this appendix we review the eager strategy [30]. Re-
call that the goal of the eager strategy is to compute a cre-
dential disclosure sequence that contains the requested se
vice. In the eager strategy, each negotiator iterativety ex
ecutes the pseudo-code in Figure 8. The negotiation suc-
ceeds ifs appears in the output (i.es,e M), and it fails
if the size of the credential disclosure sequence does not in
crement after one round of execution (i.84 = (). Note
that any negotiation using the eager strategy takes at most
min(ng, nc) rounds, wherevs andne are the sizes afg
andCc, respectively. The following is an example of trust
negotiation using the eager strategy.

The Eager Strategy(D,C, P, s)
D ={c,...,c}: the credential disclosure sequence.
C: the local credentials of this party.
P: the local policies of this party.
s: the service to which access was originally reques
Output
M: the set of new released credentials.
Pre-condition
s has not been disclosed.
Procedure
M =0;
For each credential € C
let ¢'s policy bep, : ¢ «— ¢;
if (D) =1, thenM = M U {c};
M=M-"D;
return M.

red.

Figure 8. Pseudocode for the Eager Strategy

Example 2 Suppose the client and server have the follow-
ing policies:

Client Server
Dey 1 €1 — S1 Ds S c5V(caAey)
Pey t €2 < S2 A\ S3 Psy 181 < C4

1C3 < 81V 82
1 ¢y < true

Psy t 82— C1
Pss - S3 < true

c3

Caq

wheres denotes the server's servics, s1, s2, s3} denote
the set of server’s credential§¢;, co, c3,c4} denotes the
set of the client’s credentials. Using the eager strategy,
the client begins by revealing credential as the policy



function for ¢4 is true (thus it is trivially satisfied). The second half of the values, the functigh) g, a: /A
server then discloses (which can be revealed freely) and Vies, @i-

s1 (which requires the earlier receipt ef). The exchange

of credentials continues as the final disclosure sequence is

{c4, $1,83,¢1, 3,52, c2,s}. Note that all policies for dis-

closed credentials have been satisfied.

B Protocol for Blinded Policy Evaluation

Figure 9 describes how to achieve blinded policy evalua-
tion, which is a natural extension of Yao’s circuit simudati
protocol [31].

1. Alice constructs a circuiC' that computes hey
policy (several “useful circuits” are described he-
low) that uses the; values as inputs and that has
an output wire with two encodingst; for true
andt, for false. She sends the encodings of the
circuit's gates to Bob (note that he already has|in-
put encodings).

2. Bob evaluates the circuit and learns the encoding
for the output wire.

Figure 9. Blinded Policy Evaluation Protocol

The protocol for Blinded Policy Evaluation uses a cir-
cuit to evaluate the policy. This reveals the topology of the
circuit to the evaluator (which reveals some information to
the evaluator). However, one can build a topology that cov-
ers a large class of functions; this can be achieved in sev-
eral ways including: (1) building a topology that can handle
many useful functions, (2) using a universal circuit [2Tigda
(3) using a singler-ary gate for arbitrary functionality (this
latter option requires exponential communication). There
are several interesting circuit topologies with size |lmiea
the number of inputs to the circuit, including:

1. Itis easy to construct an oblivious comparison circuit
(i.e., one that can compute, #, >, <, >, and< with-
out revealing which comparison is done) with size pro-
portional to the number of bits in the values.

2. A binary tree of oblivious gates (with inputs
ai,...,a,) can be used to compute many useful func-
tions (without revealing which function is being com-
puted) including:

(a) /\;;1 a;, \/;;1 a;, @?:1 a;, etc.

(b) For any subset of the valugs A\, g a:,\/,;c 5 @i,
P, cs @i etc.

(c) Other functions like: for a subsét of the first
half of the values and another subsgt of the



