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ABSTRACT

Li, Jiangtao. Ph.D., Purdue University, May, 2006. Privanhanced Automated Trust
Negotiation. Major Professors: Mikhail J. Atallah and N Li.

In automated trust negotiation, two parties exchangealigisigned credentials that
contain attribute information to establish trust and ma&eeas control decisions. Be-
cause the information in question is often sensitive, angdks are protected according to
access control policies. In traditional trust negotiatioredentials are transmitted either
in their entirety or not at all. This approach can at timebkuanecessarily, either because
a cyclic dependency makes neither negotiator willing teeat\ner credential before her
opponent, because the opponent must be authorized fotrdduats packaged together in
a credential to receive any of them, or because it is negessalisclose the precise at-
tribute values, rather than merely proving they satisfy s@medicate (such as being over
21 years of age).

In this thesis, we introduce a number of techniques thatesddhe previous problems.
In particular,

e We propose Oblivious Attribute Certificates (OACerts), amilaite certificate
scheme in which a certificate holder can select which atetbtio use and how
to use them. In particular, a user can use attribute valwesdsin an OACert to
obtain a resource from a service provider without reveading information about
these values. Using OACerts, we develop a policy-hiding sEcentrol scheme

that protects both sensitive attribute values and seagtlicies.

e We present a privacy-preserving trust negotiation prdtticat enforces each cre-
dential’s policy (thereby protecting sensitive credds}iaOur result is not achieved
through the routine use of standard techniques to implenmerthis framework,

one of the known strategies for trust negotiations (suchhas'¢ager strategy”).
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Rather, we use novel techniques to implement a non-standestchegotiation strat-

egy specifically suited to this framework.

e We introduce a framework for automated trust negotiationvimnich diverse cre-
dential schemes and protocols can be combined, integratetiused as needed.
A policy language is introduced that enables negotiatorsprify authorization
requirements that must be met by an opponent to receiveugsimounts of infor-

mation about certified attributes and the credentials thatain it.



1 INTRODUCTION

Computer systems traditionally are closed, centrally madaystems in which each sub-
ject has one or more identities. The system grants or dergabjact’s requests to access
certain resources based on its access control policieharadithenticated identities of the
requester. It is assumed that subjects in the system altesmly each other. Thus, trust
can be easily established based on each other’s identityhdfmore, without obtaining
a local identity, a subject is not able to interact with theteyn and gain access to the
resources of the system.

The move towards a globally interconnected infrastrucametopen environment, such
as the Internet, provides opportunities for two or moreipanvho are strangers to each
other to share resources or conduct business transacBanhk.interactions often involve
release of sensitive information and remote access to g'péotal resources. Mutual
trust between two parties is crucial in such environments parties belong to different
security domains controlled by different authoritiesaedishing trust based on identity is
not a feasible solution. Therefore, identity informatiarcis as username and password is
usually inadequate for establishing trust between strange

Blaze, Feigenbaum, and Lacy [1] introduced the témmst managemerb group to-
gether some principles dealing with decentralized autltion. In trust management [1—
6], access control decisions are based on authenticatdulitgs of the subjects, which are
established by digitally signed credentials. Each cradkeassociates a public key with
the key holder’s identity and/or attributes such as emplogeup membership, credit
card information, birth-date, citizenship, and so on. Beeatlnese credentials are digi-
tally signed, they can serve to introduce strangers to onéhanwithout online contact
with the attribute authorities.

Winsborough, Seamons, and Jones [7] introduced the nofi@utomated trust ne-

gotiation (ATN). The goal of ATN [7-12] is to enable resource requesi@nd access



mediators to establish trust in one another through casititerative, bilateral disclosure
of credentials. In the existing ATN literature, access oanpolicies are established to
regulate the disclosure of credentials, in addition to ttatng of system resources. The
negotiation consists of a sequence of exchanges that bétidisclosing credentials that
are not sensitive. As credentials flow, higher levels of raltiist are established, and ac-
cess control policies for more sensitive credentials aisfgad, enabling these credentials
also to flow. In successful negotiations, credentials exadhyt flow that satisfy the policy

of the desired resource. Trust negotiation differs fromsttrnaanagement in that:

1. In trust negotiation, credentials are modeled as seasitformation, and protected

by access control policies just same as other resourcee sy#tem.

2. Trust negotiation is performed in a peer-to-peer archire, where a client and a
server are treated equally. Instead of a one-shot authionzdrust is established

incrementally through a sequence of credential disclosure

In traditional ATN approaches the only way to use a credéistia send it as a whole,
thus disclosing all the information in the credential. Ihetwords, a digital credential is
viewed as a black-box, and the information in a credentidigslosed in an all-or-nothing
fashion. In these approaches sensitive attribute valoesdsin a credential are protected
using access control techniques. There is an access cpotioy associated with each
credential and a credential can be disclosed if its accagsat@olicy has been satisfied.
Viewing a credential as a black-box severely limits the poafeATN. The following are

some of the limitations.

1. Because attribute information is disclosed in an allaihmg fashion, each attribute
can be disclosed only when the policy governing the credkatid its entire con-
tents is satisfied, leading to unnecessary failure. For plgmsuppose Bob would
allow Alice to access a resource provided Alice is a¥erand Alice has a digital
driver license that includes Alice’s birth-date and addrétAlice does not want to
reveal her address (or her exact birth-date) to Bob, the ratgot would fail, even

if Alice were willing to prove she is ovetl.



2. When one negotiator does not want to disclose detailednabon about his policy
and the other negotiator does not want to disclose too muommation about her
attributes, a negotiation can fail even though the amountfofmation that needs
to be disclosed by each party is acceptable to both. For dearsyppose Bob is
a bank that offers a special-rate loan and Alice would lik&riow whether she is
eligible for such a loan before she applies. Bob is willingeweaal that his loan-
approval policy uses one’s birth-date, current salary, taedength of the current
employment; however, Bob considers further details of tlukcp to be a trade
secret that he is unwilling to reveal. Alice would like to kmarhether she is eligible
for the loan while disclosing as little information about lagtributes as possible. In
particular, Alice does not want to disclose the exact vatid®r birth-date or salary

level. Using traditional ATN techniques, this negotiatiwauld fail.

3. Ifthere is a cyclic dependency among credentials andploécies, negotiations can
fail unnecessarily. For example, in a negotiation betwebcefand Bob, suppose
Alice has a credentiat; that can be disclosed only if Bob hag and Bob has
o, but can disclose it only if Alice hag. Using traditional ATN techniques, the
negotiation would fail because neithgrnor ¢, can be disclosed before the other,
even though allowing Alice and Bob to exchargw®h ¢; andc, would not violate

either negotiator’s policy.

Thesis Statement

The goal of my thesis is to design an ATN scheme that has haftexcy protection
and is able to avoid the above mentioned limitations. MomecHjeally, our goal is to
develop cryptographic credentials and protocols for Aéind Bob to negotiate trust while
minimizing the disclosure of each party’s sensitive crédénand policies. Furthermore,
we want to develop a new ATN framework that supports thesptographic credentials

and protocols.



Our Contribution

To address the previously mentioned limitations of ATN, wepmse Oblivious At-
tribute Certificates (OACerts), an attribute certificate sohén which a certificate holder
can select which attributes to use and how to use them. UshA@e@s, a certificate
holder is no longer limited to the all-or-nothing propertiytaditional trust negotiation.
For example, suppose Alice’s digital driver license is doented using OACerts. Al-
ice can prove that she is older thah without revealing her exact birth-date. Thus, the
first above-mentioned limitation is naturally solved. ermore, a user can use attribute
values stored in an OACert obliviously, i.e., the user olstarservice if and only if the
attribute values satisfy the policy of the service proviget the service provider learns
nothing about these attribute values. This way, the sepriceider’s access control policy
is enforced in an oblivious fashion.

Based on the OACerts scheme, we further develop a policygpidotess control
scheme that protects both sensitive attributes and sengitilicies. That is, Bob can
decide whether Alice’s certified attribute values satisijpBolicy, without Bob learn-
ing any other information about Alice’s attribute valuesAlice learning Bob’s policy.
Using this policy-hiding access control, we can addressdioend limitation.

We develop a privacy-preserving trust negotiation protaca several novel crypto-
graphic protocols for carrying it out. We propose a reveisgee trust negotiation strat-
egy that handles arbitrary policy cycles, whereas theiegigtaditional trust negotiation
strategies are inherently unable to handle such cyclesigusir protocol, Alice and Bob
can determine whether the trust can be established withselbding any of their private
credentials and policies.

Finally, we introduce a framework for trust negotiationttiapports the combined use
of several cryptographic credential schemes and protdgbatshave been previously in-
troduced piecemeal to provide capabilities that are useftdrious negotiation scenarios.
Our framework enables these various schemes to be combaxdal\fland synergistically,

on the fly as the need arises.



Organization of the Thesis

This thesis is organized as follows. We first review severgbtographic tools that
will be used in our thesis in Chapter 2. We then present ourtnmt®n of OACerts
in Chapter 3. In Chapter 4, we present a policy-hiding accessalscheme based on
OACerts. In Chapter 5, we describe a privacy-preserving tragbtiation protocol that
can seamlessly handle policy cycles. In Chapter 6, we prestost negotiation frame-
work that supports diverse cryptographic credentials awtbpols. Finally, we discuss

the related work in Chapter 7 and summarize this thesis in @h8pt



2 CRYPTOGRAPHIC TOOLS

In this chapter we review some cryptographic tools and mgl#dlocks that will be used in
this thesis, right after a brief description of several d&d assumptions in cryptography.
We say that a functiorf is negligiblein the security parameterif, for every polynomial

p, f(t) is smaller thari /|p(t)| for large enouglht; otherwise, it imon-negligible

e Discrete Logarithm (DL) Assumptiormhe DL problem is the following: Given a
finite cyclic groupG, a generatoy € G, and a group element computelog, y.
The DL assumption is that there exists no polynomial-ting@athm that can solve

the DL problem with non-negligible probability.

e Computational Diffie-Hellman (CDH) Assumptiohe CDH problem is the fol-
lowing: Given a finite cyclic groug, a generatoy € G, and group elements
g%, g°, computeg®. The CDH assumption is that there exists no polynomial-time

algorithm that can solve the CDH problem with non-negligilebability.

e Decisional Diffie-Hellman (DDH) Assumptioithe DDH problem is the following:
Given a finite cyclic grougs, a generatoy € G, and group elementg?, ¢°, and
g%, output 0 ifg¢ = ¢?® and 1 otherwise. The DDH assumption is that there exists
no polynomial-time algorithm that can solve the DDH probith non-negligible
advantage. The advantage of an algorithm is its successipitityy minus1/2, as

one can always randomly guess witl /@ success probability.

e Random Oracle ModelThe random oracle model is an idealized security model
introduced by Bellare and Rogaway [13] to analyze the secwfitgertain nat-
ural cryptographic constructions. Roughly speaking, asandracle is a function
H: X — Y chosen uniformly at random from the set of all functidiks X — Y}

(we assumé@’ is a finite set). An algorithm can query the random oracle pipamnt



x € X and receive the valug (x) in response. Random oracles are used to model
cryptographic hash functions such as SHA-1. Note that ggaarthe random ora-
cle model does not imply security in the real world. Nevelghs, the random oracle

model is a useful tool for validating natural cryptograpbamstructions.

2.1 Cryptographic Commitment Scheme

Informally speaking, a commitment scheme enables a praveommit a value to a
verifier such that the verifier does not know which value hasnbeommitted, and the
prover cannot change its mind after having committed. Is $lection, we briefly describe

the Pedersen commitment scheme [14] that we use throudtisuhésis.

Definition 2.1.1 (The Pedersen Commitment Scheme)

Setup A trusted third partyl’ chooses two large prime numberandg such that; divides
p — 1. Itis typical to havep be 1024 bits ang be 160 bits. Lety be a generator of
G, the unique ordeg-subgroup ofZ;. We user « Z, to denote that is uniformly
randomly chosen fror,. T' picksz «— Z, and computes = ¢ mod p. T' keeps

the valuer secret and makes the valugsg, g, h) public.

Commit The domain of the committed valuesZg. For the prover to commit an value

a € Zq, the prover chooses«+ Z, and computes the commitment= g°h" mod p.

Open To open a commitment, the prover reveals andr, and the verifier verifies

whetherc = ¢*h" mod p.

The above setting is slightly different from the standattsg of commitment schemes,
in which the verifier runs the setup program and does a zevoAeuge proof to convince
the prover that the parameters are constructed properly.

The Pedersen commitment schemaimnconditionally hiding Even with unlimited
computational power it is impossible for an adversary torlemy information about the

value a from ¢, because the commitments of any two number& jrhave exactly the



same distribution. This commitment schemeasnputationally bindingUnder the DL
assumption, it is computationally infeasible for an adages prover to open a valu€
other tharm in the open phase of the commitment scheme. Suppose an agvinslsa’
(other tham) andr’ such thay® k"' = g°h" (mod p), then she can compuge=% mod g,
which islog,(h), the discrete logarithm df with respect to the basge

2.2 Homomorphic Encryption

A homomorphic encryption scheme [15-18] is an encryptidmeste in which the
plaintexts are taken from a grodp and given the encryptions of two group elements one
can efficiently compute a encryption of their sum. Usuallg ttomputation involves a
modular multiplication of the encryptions, we writ§a) - E(b) = E(a + b). Itis easy to
see thatF(a)¢ = E(c- a). Damgard and Jurik [18] proposed a homomorphic encryption

scheme in which all users can use the same modulus when gegéwy pairs.

Definition 2.2.1 (Damgard-Jurik Cryptosystem) Letn = pg be an RSA modulus, with
p=2p + 1andq = 2¢' + 1 wherep, q,p’, ¢’ are primes. Let be a generator af,,, the

group of all squares ¢t .

Key Generation Choosex € Z, wherer = p'q’ = |Q,,|. The public key is thefin, g, h)

with » = ¢* mod n and the private key is.

Encryption Given a plaintextn € Z,, choose a random € Z,, and the ciphertext is

E(m,r) = (¢" mod n, (h" mod n)"*(n + 1)™ mod n?).
Decryption Given a ciphertext = (G, H) = E(m,r), m can be found as

m = L(H(G*modn)™")
L((¢g* mod n)"(n+ 1)™(¢"* mod n)™")

L((n + 1)™ mod n?) = m mod n.

Damgard-Jurik cryptosystem is a homomorphic encryption schefitesee why, let

m,m’ € Z, andr,r’ €g Z,, let E(m,r) = (G, H) andE(m/,r") = (G, H'). We define



E(m,r)- E(m/,r")tobe(G-G',H - H'), it is easy to verify thatz(m,r) - E(m/,r) =
E(m +m/' mod n,r + r’). In the rest of this thesis, we will ugé(m) as a shorthand for
E(m,r).

Damgard-Jurik cryptosystem isemantically securfl8] under the Decisional Com-
posite Residuosity Assumption and DDH assumption. The seems@curity property
guarantee that an eavesdropper cannot learn any inforretiout the plaintext from the
ciphertext. More precisely, given two arbitrary messageandm, the random variables
representing the two homomorphic encryptidiign,) and E(m,) are computationally

indistinguishable.

2.3 Identity-Based Encryption

The concept of Identity-Base Encryption (IBE) was first pragggbby Shamir [19] in
1984, however the first usable IBE systems were discoveradrenéntly [20, 21]. An

IBE scheme is specified by following four algorithms:

Setup A Private Key Generator (PKG) takes a security paranetard generates system
parameterparams and a master secret params is public, whereas is private to
PKG.

Extract Given any arbitrary stringd € {0, 1}*, PKG usegarams, s, andid to compute

the corresponding private key.

Encrypt It takesparams, id and plaintext)/ as input and returns ciphertext We use

I(M,id) to denote the encryption algorithm using the identity

Decrypt It takesparams, sk and ciphertextC' as input and returns the corresponding
plaintext)M. We usel ~!(C, sk) to denote the decryption algorithm using the private
key sk. Of course, the decryption algorithm must satisfy the stamadonsistency
constraint, namely for any identity/, the corresponding private key:, and any

messagé/, the equation ~' (1 (M, id), sk) = M is always true.
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An IBE scheme enables a sender to encrypt a message usingvarsaddentity as the
public key, thus avoids obtaining the public key from theeiieer or a directory. Boneh
and Franklin proposed an IBE scheme from weil pairing [20].eiflscheme is secure

against adaptive chosen ciphertext attacks (IND-ID-CCA).

2.4 Hidden Credentials

The hidden credentials system was proposed by étalt.[22]. In the hidden creden-
tials system, there is a trusted CA who issues credentialsders in the system. Each
user in the system is assigned with a unigye:, wherenym could be either a real name
or a pseudonym. A hidden credential is a digital signed #isgeabout an attribute of a
credential holder by the CA. Roughly speaking, given an IBE s&has described in the
previous section, a hidden credentiatd for usernamewym and attribute:tir is the pri-
vate key corresponding to the identitym||attr. More specifically, the hidden credentials

system has following four programs:

1. CA _Create(): The CA runs the setup program of the IBE system and generates
system parametefsrams and a master secref and publisheparams. The CA

also publishes a list of possible attribute names.

2. CA _Issue(nym, attr): The CA issues a credential for user with username:
and an attributeittr by running the extract program of the IBE system with=
nym/||attr, and outputs the private key: as the credential. Given a hidden creden-
tial cred, we usecred.nym to denote the corresponding username, @aad.attr to

denote the corresponding attribute in the credential.

3. I(M, nym||attr): This program corresponds to the encrypt algorithm of the IBE
system with system parameteysrams, id = nym||attr, and plaintext\/. The

output of this program i§’.
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4. T-1(C, cred): This function corresponds to the decrypt program of the I&fem
with system parameteparams, cred, and ciphertex'. The output of this function
is M.

The hidden credentials system is secure against an adapigen ciphertext attack
where an attacker can obtain unlimited number of other ranyitcredentials [22]. The
hidden credentials are also unforgeable. We here give alsiexyample of how Alice
accesses Bob’s resource using the hidden credentials. Sugub’s resourcé/ can
only be accessed by a student. Alice has a student crederial.e., cred.nym = Alice
andcred.attr = stu. To access/, Alice sends her usernam®ice to Bob who responds
with (M, Alice||stu). Alice uses her credentialed to decryptl (M, Alice||stu) and
obtainsM. Bob does not learn whether Alice possesses a student ciadd®mmot from

the interaction.

2.5 Scrambled Circuit Evaluation

The Scrambled Circuit Evaluation (SCE) protocol was develdpe Yao [23]. This
protocol runs between two players:ganeratorand anevaluator In the SCE protocaol,
the generator “scrambles” the circuit in some manner, thenplayers interact, the eval-
uator “evaluates” the scrambled circuit, and finally theleator sends the result of the
evaluation to the generator who recovers the final result.

Let « be the evaluator’s input, ang be the generator’s input. Let : {0,1}* X
{0,1}* — {0,1}* be a function known to both parties. In the end, both pargeasn
f(z,y). The SCE protocol takes the following steps:

Encrypting the circuit Assume thaty;, [ M | is a semantically secure encryption function
for the messagé/ using the keyk. Suppose the circuit for the functiof{z, y)
consists ofs gatesg;, ..., g, andt wireswy, ..., w;, where each gatg; has two
input wires and one output wire; we uggeto also denote the functiofn, 1}?> —

{0, 1} computed by the gate. The generator scrambles the circfotiaws.
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1. The generator choosesrandom keys:?, ki, ..., kY, k! and assigns a pair of

random keyq kY, k!} to each wirew; for 1 < i < t.

1771

2. For each gate; in the circuit, the generator constructs a tablas follows:

(a) Letw, andw, be the input wires of gate, andw,. be the corresponding

output wire, wherd < a,b,c < t.

(b) The generator computes the following four values:
Mmoo = Ekg [Ek:g [k,gi(0,0) || Oo'i| } Mo, = Ek% [Ekg |:k,gi(0,l) || Oo] }
My = Ekg [Ek; [kgi(l,o) I Oo} } my, = Ek’; [Ek}l |:kgi(1,1) I Oa] }

wherem,, (for x € {0,1} andy € {0,1}) corresponds to the case that
the input wirew, has valuer and the input wirew, has valuey, and
ggiey) ||0° means concatenating the random value corresponds to the wir
w, having valuey;(z,y) € {0, 1} with a binary string ot 0’s.

(c) The generator randomly permutes the{ses o, mg 1, m1,0, m1,1 } and stores

it in the tableT;.

For example, the table for the gajewhen it is an AND gate would contain

the following four entries in some random order:

moo = By [ Exg [K2][07]] moy = Ey [ Exg [K2]]07]]
myo = Eyo [ Exy [E2][07]] miy = By [ By [k][07]]

If the evaluator knowsk(,k}), the two keys corresponding to thevalue in
wires w, andw,, and tries to decrypt the four entries, the evaluator willl fin
garbage when trying to decrypt, o, mo 1, m1,0 and successfully decrypt, ;.
The evaluator can tell that the decryptionrof ; is successful by finding the
binary string0” in the decrypted message. This enables the evaluator to lear
k!, the value corresponds to the wite being1. Of course,w. should be
1 when bothw, andw, are1. If the evaluator knows#(,k}), then it can
successfully decrypt:; o and recovek?. In the other two cases, the evaluator

recoverst! as well.
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3. The generator sends, ..., T, to the evaluator. The generator sends also the
topology of the circuit, so that the evaluator knows whiclegeonnects to

which.
Coding the input The evaluator learns a random key for each input wire asvislio

1. For each wirey; that corresponds to the generator’s input, the generatolsse
k? to the evaluator if his input is 0, he senidsif his input is 1.

2. For each wirev; that corresponds to the evaluator’s input, the generatr an
the evaluator engage in a 1-out-of-2 oblivious transfetqual [24—-26] in
which the generator providés andkj, and the evaluator choosé$ if her

inputis 0, and choosd@ otherwise.

Evaluating the circuit The evaluator evaluates the scrambled circuit gate-by;gédrt-
ing from the circuit-input gates and ending at the circuitput gates. Each gates

is evaluated as follows:

1. The evaluator can evaluate gatenly if she has learned one key for each of
the input wires.

2. Letw,,wy,, w. be the corresponding input wires and output wire of gate
Assumek? andk; are the keys the evaluator learned that correspond to wires
w, andwy,, respectively.

3. LetT; be the table corresponding to ggte The evaluator us€s’ andk; to de-
crypt each entry iff; and succeeds in the entry, , = Ejy [ Eje [ kgi(x,w] ]
Thus she learns? "), one of the two keys corresponding to the output wire

We.

Finally, the evaluator obtains the output of the scramblexlit, and sends it back

to the generator. The generator leafiis, y) and reveals the result to the evaluator.

The SCE protocol is secure in honest-but-curious model [@_3, As for the secu-

rity of each gate, it is necessary to construct the tableguaimon-malleableencryption
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scheme [27] (such as AES), to prevent the evaluator from mgakieaningful changes
in the plaintext by changing the ciphertext. Provided thaténcryption scheme is non-
malleable, knowledge of one key for each of the input wiressldses only one key of the
output wire. The other key is unknown to the evaluator. Astli@ security of the entire

circuit, the oblivious transfer protocol ensures that ted@ator learns just one key per in-
put wire, and the generator does not learn which value the@ea chose. Therefore, the
evaluator can obtain one and only one key per wire in the itir&s the mapping between
the (two) random keys of each wire and the Boolean values isamik to the evaluator,

she learn neither the type of each gate, nor any intermeaiatdts of the original circuit.
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3 OACERTS: OBLIVIOUS ATTRIBUTE CERTIFICATES

Privacy is an important concern in the use of Internet andseebices. When the attribute
information in a certificate is sensitive, the certificatédeo may want to disclose only
the information that is absolutely necessary to obtainisesv Consider the following

example.

Example 1 A senior citizen Alice requests from a service provider Bolmauinent that
can be accessed freely by senior citizens. Alice wants tdhasdigital driver license to
prove that she is entitled to free access. Alice’s digitaladrlicense certificate has fields
for an identification number, expiration date, name, addrbsth-date, and so on; and

Alice would like to reveal as little information as possible

In the above example, suppose Alice’s digital driver lieeissan X.509 certificates [28],
Alice first sends her request to Bob who responds with the ptiat governs access to
that document. Alice then sends her driver license centditaBob. After Bob receives
the certificate from Alice and verifies it, he grants Alice eg% to the document. Ob-
serve that, in this scenario, Bob learns all the attributermftion (.e., name, address,
birth-date etc) in Alice’s driver license.

Suppose Alice’s digital driver license is an anonymous engidl [29-33], after Bob
reveals his access control policy, Alice can prove to Bobghatis a senior citizen without
leaking any additional information. Now it might seem thdicA needs to reveal at least
the fact that she is a senior citizen, i.e., her birth-dateei®re a certain date. However,
even this seemingly minimal amount of information disclescan be avoided. Suppose
that the document is encrypted under a key and the encryptaatkent is freely available
to everyone. Further suppose a protocol exists such thett @fé protocol is executed
between Alice and Bob, Alice obtains the key if and only if thetdate in her driver

license is before a certain date and Bob learns nothing ablicg’#\birth-date. Under
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these conditions, Bob can perform access control based or'd\httribute values while
being oblivious about Alice’s attribute information.

We call thisoblivious access contrpbecause Bob’s access control policies for his
resources are enforced without Bob learning any informagioout Alice’s certified at-
tribute values, not even whether Alice satisfies his policypat. It is important to point
out that a process that protects Alice’s attributes from Baimoit only to Alice’s advantage
but also to Bob’s: Bob no longer needs to worry about rogue @msith his organization
illicitly leaking (or selling) Alice’s private informatio, and may even lower his liability
insurance rates as a result of this. Privacy-preservagianain-win proposition, one that
is appealing even if Alice and Bob are honest and trustwortitiyies.

To enable such oblivious access control, we propose Ohbvittribute Certificates
(OACerts), a scheme for using certificates to document semsitiributes. The basic idea
of OACerts is quite simple. Instead of storing attribute esldlirectly in the certificates,
a certificate authority (CA) stores the cryptographic commeitts [14, 34—-36] of these
values in the certificates. Using OACerts, a user can seleich attributes to use as well
ashowto use them. An attribute value in an OACert can be used in akways: (1)
by opening a commitment and revealing the attribute vaRijeby using zero-knowledge
proof protocols [37—40] to prove that the attribute valugs§ias a condition without re-
vealing other information, and (3) by running a protocollsatthe user obtains a message
only when the attribute value satisfies a condition, withreuéaling any information about
the attribute value. The idea of storing cryptographic catmants of attribute values in
certificates was used in anonymous credentials [29—-33]etieny we are not aware of
prior work on the oblivious usage of such attribute values.

In Example 1, suppose that the driver-license certificadié Aice has is an OACert.
With attribute values committed rather than stored in tleaicin her certificates, Alice
can send her certificate to Bob without revealing her birtte @a any other attribute in-
formation. Using zero-knowledge proof protocols [37—48ljce can prove to Bob that
her committed birth-date is before a certain date withowaéng any other information.

However, our goal is that Bob should learn nothing about Adiderth-date, not even
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whether Alice is a senior citizen or not. To enable obliviagsess control, we need to

solve the following two-party Secure Function Evaluati®#E) problem:

Problem 1 Let commit be a commitment algorithm, |&arams be public parameters for
commit, andPred be a public predicate. Letbe a private number (Alice’s attribute value),
¢ = commitp,ams(a, ) be a commitment af under the parameteParams with a random
numberr, andM be a private message (Bob wants Alice to &€ and only if a satisfies
Pred). Alice and Bob jointly compute a family’ of functions, parameterized lypmmit
andPred. Both parties haveommit, Pred, Params, andc. Bob has private input/. Alice

has private input andr. The functionF is defined as follows.

F[commit, Pred]go(Params, ¢, M, a,r) = &
F[commit, Pred] 4jice(Params, ¢, M, a, )
M if ¢ = commitparams(a@, ) A Pred(a) = true;

@ otherwise

whereF [commit, Pred] 4;;.. represents Alice’s outpuk;[commit, Pred] z,;, represents Bob’s
output. In other words, our goal is that Bob learns nothingAlnce learns) only when

her committed attribute value satisfies the predifate.

The preceding problem can be solved using general solutootwso-party SFE [23,
26, 41]; however, the general solutions are inefficient,aasraitment verification is done
within the SFE. We propose an Oblivious Commitment Based Bpee{OCBE) scheme
that solves the above two-party SFE problem efficientlyntardefinition of OCBE will
be given in Section 3.3. Informally, an OCBE scheme enablesideseBob to send an
envelope (encrypted message) to a receiver Alice, suctAtitat can open the envelope
if and only if her committed value satisfies the predicate. 3@BE scheme isblivious
if at the end of the protocol the sender cannot learn any imédion about the receiver’s
committed value. An OCBE schemesscure against the receivéra receiver whose

committed value does not satisfy the predicate cannot dpeanvelope.
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We develop efficient OCBE protocols for the Pedersen commitregmeme 2.1 and
six kinds of comparison predicates; #, <, >, <, >, as well as conjunctions and disjunc-
tions of multiple predicates. These predicates seem todmtst useful ones for testing
attribute values in access control policies. We presenbtopol (called EQ-OCBE) for
equality predicates and a protocol (called GE-OCBE) for gretitan-or-equal-to predi-
cates and prove that these protocols are provably secure Random Oracle Model [13].
These protocols use cryptographic hash functions to effigielerive symmetric encryp-
tion keys from a shared secret, and random oracles are useddel such usage of hash
functions. We also show that it is easy to construct OCBE paisdor other comparison

predicates using variants of EQ-OCBE and GE-OCBE.

3.1 Architecture of OACerts

In this section, we present the architecture of the OACelterse. There are three
kinds of parties in the OACerts scheme: certificate autlesifCA's), certificate holders,
and service providers. A CA issues OACerts for certificate érsld Each CA and each
certificate holder has a unique public-private key pair. Avise provider, when provid-
ing services to a certificate holder, performs access coodéised on the attributes of the
certificate holder, as certified in OACerts.

An OACert is a digitally signed assertion about the certibdadlder by a CA. Each
OACert contains one or more attributes. We ue,, . . ., attr,, to denote then attribute
names in an OACert, and, . . ., v,, to denote the correspondimg attribute values. Let
¢; = commitpaams(vi, ;) be the commitment of attribute valuefor 1 < i < m with r;
being the secret random number. The attribute part of theicate consists of a list of
m entries, each entry is a tuplettr;, ¢;). When the commitment scheme used is secure,
the certificate itself does not leak any information aboatdansitive attributes. Thus, an
OACert’s content can be made public. A certificate holder ¢amshis OACerts to others

without worrying about the secrecy of his attributes.
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In many commitment schemes [14, 34, 35], the input domaimesset of integers;
hence it is necessary to map an arbitrary attribute valuentmizger in OACerts. For
example in a digital driver license, gender can be exprebged single bit, state can
be expressed by a number from 50], birth-date can be expressed by the number of
days between January 1st of 1900 and the date of birth. In @h@nexample, suppose
a digital student certificate contains an attribute for majas the number of different
majors is finite (and quite small in practice), we can easiigagle each major with a
number. There are certain attributes of which the valuetddoel arbitrary, such as name
or home address. We cannot represent those attribute \d@iheetly with integers, in this
case, the CA hashes the attribute values using a collisenkash function and commits
the hash values in OACerts.

OACerts can be implemented on existing public-key infradtme standards, such as
X.509 Public Key Infrastructure Certificate [28, 42] and XO58ttribute Certificate [43].
The commitments can be stored in X.509v3 extension fieldahich case a certificate
includes also the following fields: serial number, validigriod, issuer name, user name,
certificate holder’s public key, and so on. The distributm revocation of OACerts can
be handled using existing infrastructure and techniqueg Section 3.5 for our imple-
mentation and performance measurements of OACerts.

There are four basic protocols in the OACerts scheme:

e CA-Setup: A CA picks a signature schenfdg with a public-private key pair
(Kca, Kga), and a commitment scheneemmit with public parameter®arams.

The public parameters of the CA af8ig, K¢, commit, Params}.

e Issue Certificate: A CA uses this protocol to issue an OACert to a user. A user
Alice generates a public-private key péit 4, K ;') and sends to the CA a certificate
request that includes her public ké§,, and attributes informatiofuttry, vy), .. .,
(attr,,, v,), signed byK ;'. After the CA verifies the correctness of, ..., v,
(most likely using off-line methods), it issues an OACertAdice. In this process,

the CA computes; = commitp,.ams(vi,7;) @nd sends the certificate along with
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the secrets,...,r,, to Alice. Alice stores the certificate and stores the values
(v1,71), - - -, (Um, ) together with her private kei ;'. The role of the CA here is

similar to the role of a CA in the traditional Public Key Inftascture.

Alice-Bob initialization: Alice, a certificate holder, establishes a secure commu-
nication channel with Bob, a service provider, and at the stame proves to Bob
the ownership of an OACert. In this protocol, Bob checks thaatigre and the va-
lidity period of the certificate, then verifies that the dectite has not been revoked
(using, e.g., standard techniques in [28]). Bob also verifias Alice possesses
the private key corresponding g4 in the OACert. All these can be done using
standard protocols such as TLS/SSL [44].

Alice then requests the decryption key for an encrypted ohmru, and Bob sends
Alice his policy.

Alice-Bob Interaction: Alice can show any subset of her attributes using the show
attribute protocols. These protocols are executed afeeskiow certificate proto-
col, through a secure communication channel between AlceBob. To show

t attributes, Alice runs show attribute protocelimes. There are three kinds of
show attribute protocols; each gives different computeticand communication

complexity and privacy level.

1. direct show: Alice givesv; andr; directly to Bob, and Bob verifies;, =
commit(v;, ;). This protocol is used when Alice trusts Bob with the attrébut
values, or when Alice is very weak in computational powerisTgrotocol is
the most efficient one but offers the least privacy protecti®@ob not only

knowsw; but also can convince others that Alice has attribyte

2. zero-knowledge showAlice uses zero-knowledge proofs to pravesatisfies
some properties Bob requires, e.qg., is equal to some valuelonds to some
range. This kind of protocols is more expensive than thectigleow, but offers

better privacy protection. Bob learns whethesatisfies his policies, but he
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cannot convince others about this. Bob also doesn'’t learaxhet value of);

provided that multiple values satisfy his policies.

3. oblivious show:Alice interacts with Bob using OCBE protocols. Bob learns
nothing about;. This kind of oblivious show protocols offers the best pciya
protection among the three types of show protocols. Oftaegi it has similar

or less computation than the zero-knowledge show protocols

In practice, Alice and Bob may not share the same CA. That is, Bayp mot know
the CA that issues the OACerts to Alice and Bob may not trust that\&can handle
this problem using a hierarchy of CAs with only the root of therarchy being trusted
by Bob. For example, Alice is a student at StateU, and has &istuertificate issued by
College of Science (CoS) of StateU using the OACerts scheme. &0& Valid certificate
issued by StateU; and StateU is certified by Accreditationr@dar Engineering and
Technology (ABET). The certificate chain to prove that Alisea valid student takes
the form ABET — StateU — CoS — Alice. There are three certificates associated
with this chain, where the first two certificates are regulentiicates (as there are no
sensitive information in these certificates) and the lastisran OACert. Suppose Bob’s
policy is that only students in computer science can actessesource, and suppose Bob
trusts ABET. Alice can first show the certificate chain to Bokwiit leaking any attribute
information in her student certificate, and then run a zerowkedge proof protocol to
prove that her major is computer science.

Another practical consideration is that different CAs mag dsferent attribute names
for the same attribute. For example, Bureau of Motor Vehi@B¥V) may useDoB as
the attribute name for birth-date in the driver license, nghs a Bureau of Consular Af-
fairs may uselate of birth as the attribute name for birth-date in the passport. Alick a
Bob can use application domain specification documents {6,&hieve name agreement
between different attribute names. It is also possible diftdrent CAs use different en-
coding methods to convert an attribute value to an integeraddress this problem, each

CA publishes its encoding methods online and signs them usngivate key. When
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Alice shows her OACert to Bob, she also sends to Bob the encodatlgaas for her at-
tributes signed by her CA. Bob can then adjust his policy basgti@encoding methods.
For example, in the digital driver license issued by BMV, linidate field is encoded using
the number of days between January 1st of 1900 and the actteab@ibirth. Suppose
Bob’s policy is that Alice’s age must be between 30 and 40, Babamanvert his policy
to be that the value of birth-date in Alice’s OACert is betweesmdb, wherea andb are

birth-date values corresponding to age 30 and age 40, rtasggc

3.2 Applications of OACerts

In additional to enabling oblivious access control, OACartsl OCBE are useful in

the following settings.

Break policy cycles OACerts and OCBE can be used to break policy cycles (see [45]
for definition) in automated trust negotiation [7,9,10,46pnsider the following scenario
where Alice and Bob want to exchange their salary certificatdige’s policy says that
she can show her salary certificate only to those whose salgngat than $100k. Simi-
larly, Bob will reveal his certificate only to those who earnrethan $80k a year. Using
current trust negotiation techniques, neither Alice nor Boilling to present her/his
certificate first. The technique developed in [45] does nakweell here neither, because
the salary requirement in the policies is a range, not a Bpe@ilue. Such problem can
be solved using OACerts and OCBE. Suppose both Alice and Bob uS§e@Aas their
salary certificates, Alice and Bob can first exchange their O&Geithout revealing their
salary values, then Bob uses an OCBE scheme to send Alice hig gallae together with
a non-interactive proof that the value sent is indeed theevabmmitted in the OACerts,
on the condition that Alice can open thene(, the value and the proof) only if her salary
is more than $80k. Bob is certain that his salary figure is flede Alice only if Alice’s
income is more than $80Kk, thus Bob’s policy is enforced withtm knowing Alice’s

salary value.
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Improve the efficiency of trust negotiation The goal of automated trust negotiation [7,
9, 10, 46] is to establish trust between strangers througgnaative disclosure of certifi-
cates. OACerts and OCBE can simplify the trust negotiation gg®dy reducing the
rounds of interactions and the number of certificates exgb@nConsider the following
scenario where Bob is a web publisher and Alice is a seniaeritivho wants to get ac-
cess to Bob’s resource. Bob’s policy requires Alice to be dlldan 60. On the other hand,
Alice only shows her birth-date to those who are a member ofeB&usiness Bureau
(BBB). Using traditional trust negotiation techniques, Bolt &fsows his BBB certificate,
then Alice reveals her driver license, finally Bob sends Aliceresource. The negotiation
could be more complicated (and take more rounds) if thera &caess control policy for
Bob’s BBB certificate. Using OACerts, the trust between Alice &uib can be estab-
lished in one round — Bob sends his resource using an OCBE ptctedothat Alice can

receive the resource if and only if she is a senior citizen.

3.3 Definition of OCBE

We now give a formal definition of OCBE. While the definition folls the usage
scenario described in Section 3.1 in general, it abstracéy dome of the details in the
scenario that have been solved using OACerts and focusesgatts that still need to

solved by the OCBE protocol.

Definition 3.3.1 (OCBE) An Oblivious Commitment-Based Envelope (OCBE) scheme
is parameterized by a commitment schetoemit. It involves a sendef, a receiverR,

and a trusted’ A, and has the following phases:

CA-Setup CA takes a security parameterand outputs the following: the public para-
metersParams for commit, a set) of possible values, and a setof predicates.
Each predicate irP maps an element i to eithertrue or false. The domain of

commit[Params| contains) as a subset.
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CA-Commit R chooses a value € V (R's attribute value) and sends €@\. CA picks a
random number and computes the commitment commitp,rams(a, 7). CA gives

candrto R, andcto S.

Recall that in the actual usage scenafid,does not directly communicate wifR.
Instead,CA stores the commitmentin R’s OACert certificate. The certificate is
then sent by? to S, enablingS to havec as if it is sent fromCA. Here we abstract
these steps away to haté sendinge to S. We stress that A doesnot participate

in the interactions betweesiand R.

Initialization S chooses a messagé € {0,1}*. S and R agreé on a predicat®red €
P.

Now S hasPred, ¢, andM. R hasPred, ¢, a, andr.

Interaction S andR run an interactive protocol, during which an envelope cioiirig an

encryption of)M is delivered fromS to R.

Open After the interaction phase, fred(a) is true, R outputs the messagdé ; otherwise,

R does nothing.

Let anadversarybe a probabilistic interactive Turing Machine [47]. An OCBHEeme
must satisfy the following three properties. It must be shuwblivious, and semantically

secure against the receiver.

Sound An OCBE scheme isoundif in the case thaPred(a) is true, the receiver can
output the messag¥ with overwhelming probabilityi.e., the probability that the receiver

cannot outpufl/ is negligible.

Oblivious An OCBE scheme isbliviousif the sender learns nothing abauti.e.,, no

adversary4 has a non-negligible advantage against the challengeeigame described

1The main effect of having both the sender and the receivefféatahe predicate is that in the security
definitions both an adversarial sender and an adversadaiver can choose the predicate they want to
attack on.
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Challenger Adversary (sender)
1. runs CA-setup phase. 2. Params, V. P
4. ay. a 3. picksay, ay € V.
5. choose$ € {1, 2},
setsa = ay,
¢ = comMitparams(a, 7). 6. ¢ )
7. choose®red € P,
M 1}
8. Pred andA € {0, 1}

10. interaction

lemulate the receiver | emulate the sendér

11. ¢

Adversary wins the game #f=b'.

Figure 3.1. The attacker game for OCBE’s oblivious propertye aW
low the adversary to pick a predicdtesd and two attribute values,, a,
of her choice; yet the adversary still should not be able stirtfjuish a
receiver with attribute,; from one with attribute:s,.

in Figure 3.1 where the challenger emulafg@sand the receiver, and the adversary emu-
lates the sender. In other words, an OCBE schenablisiousif for every probabilistic
interactive Turing Machinet, | Pr [A wins the game in Figure 3.+ 1 | < f(t), wheref

is a negligible function irt.

Secure against the receiver An OCBE scheme isecure against the receivéfr the
receiver learns nothing abod whenPred(a) is false, i.e., no adversary4 has a non-
negligible advantage against the challenger in the gan@ibded in Figure 3.2 where the

challenger emulateSA and the sender, and the adversary emulates the receiver.

We now argue that OCBE is an adequate solution to the two-p&y Boblem in
Problem 1, by showing intuitively that the security propsidefined for OCBE suffice to
prove that the scheme protects the privacy of the partitgaarthe malicious model [26].

Observe that our definitions allow arbitrary adversariather than just those following
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Challenger Adversary (receiver)

1. runs CA-setup phase. 2. Params, V, P

3. picksa € V.
. 4.a

5. ¢ = commitparams(a, 7). 6.c.1

7. choose®red € P,
s.t.,Pred(a) = false, and
8. Pred, M, M, My, My € {0, 1}".

9. chooses$ € {1, 2},
setsM = M,.

10. interaction

| emulate the sender lemulate the receiver

1.0

Adversary wins the game if= 0.

Figure 3.2. The attacker game for OCBE’s security propertyrnagthe
receiver. Even if we give the adversary the power to pick twaad
length messages/; and M, of her choice, she still cannot distinguish
an envelope containingy/; from one containing/,. This formalizes the
intuitive notion that the envelope leaks no information atts content.
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the protocol (semi-honest adversaries). The oblivioupgrty guarantees that the sender’s
view of any protocol run can be simulated using just the sesndgut, because one can
simulate a protocol run between the sender and receiveramblynomially bounded
sender can figure out the receiver’'s input. Soundness andityeagainst the receiver
guarantee that the receiver’s view can be simulated usisigthe receiver’s input and
output. If the receiver's committed valuesatisfiesPred, then the messag¥ is in the
output, one can therefore simulates the serftlerf the receiver's committed value
does not satisfyPred, one can simulate the sender with a arbitrary mesgd@and no
polynomially bounded receiver can tell the difference.

The security properties defined for OCBE guarantee also threatoess [26] of the
OCBE protocol against malicious receivers. Our security defivs do not cover the
correctness of the protocol against malicious sendersif the receiver’s value does not
satisfy the predicate, a malicious sender may trick theivecéo output the messagd
which violates the correctness of the protcélowever, this malicious behavior does not
make sense in the applications. If a malicious sender doewantt to send the message
M, she can choose not to participate in the protocol; on therdtand, if a malicious
sender wants the receiver to seewithout satisfying her policy; she can choose to send
M directly rather than participating in the protocol.

We assume that the interaction phase of the OCBE scheme igederutop of a pre-
viously established private communication channel betvitbe sender and the receiver.
Recall that the certificate holder establishes an SSL chavittethe service provider us-
ing OACerts described in Section 3.1.

Note that the OCBE scheme itself does not have the non-trahsigr property. That
is, a legitimate receiver, whose attribute value satisfissraler’s predicate, can share the
valuesa, r, andc to others so that a non-legitimate receiver who knaws, andc can
successfully obtain the sender’'s message. However, wesstnat the OCBE protocol
should always be used together with the disclosure of OAQseis Section 3.1 for the

usage of OACerts). In other words, the receiver has to showctla certified in his

2In such case, the views of the sender and receiver cannatrioéaséd in the ideal model.
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OACerts and that he owns the OACerts. In order for a non-legigmeceiver to access the
sender’s message, the non-legitimate receiver has to kabanty a, r, ¢ from a legitimate
receiver but also the private key to the legitimate rec&v®ACert. Therefore, non-

transferability is guaranteed in our scheme.

3.4 OCBE Protocols

In this section, we present two OCBE protocols using the Pede&@smmitment scheme,
one for equality predicates, the other for greater-thaaepral-to predicates. We then
sketch how to construct OCBE protocols for other comparisedipates. All arithmetic

in this section is assumed to berd p unless otherwise specified.

3.4.1 EQ-OCBE: An OCBE Protocol Fer Predicates

Our EQ-OCBE protocol runs a Diffie-Hellman style key-agreenpeatocol [48] with
the twist that the receiver can compute the shared secned ibaly if the receiver’s com-

mitted valuea is equal toay.

Protocol 1 (EQ-OCBE) Let £ be a semantically secure symmetric encryption scheme
with keyspace{0,1}°. Let H : G, — {0,1}* be a cryptographic hash function that
extracts a key fo€ from an element in the grou,, the orderg subgroup ofZ;. EQ-

OCBE involves a sendét, a receiverz, and a trustCA.

CA-Setup CA takes a security parameteand runs the setup algorithm of the Pedersen
commitment scheme to creaarams = (p, ¢, g, h). CA also outputs’ = Z, and
P = {EQq, | a0 € V}, whereEQ,,: V — {true,false} is a predicate such that

EQ,, (a) istrue if a = ag andfalse if a # ay.

CA-Commit R chooses an integer € V and sends t&€A. CA picksr < Z, and

computes the commitment= ¢°h". CA givesc andr to R, andcto S.

Initialization S chooses a messagé < {0,1}*. S andR agree on a predicateQ,, €
P.
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Now S haskEQ,,, ¢, and}M. R haskEQ,,, ¢, a, andr.

Interaction S picksy « Z;, computess = (cg—%)¥, and then sends t& the pair
(n=h",C = Eno)[M]).

Open R receives(n, C') from the interaction phase. BQ,, (a) is true, R computesy’ =

n", and decrypt€’ using H (o”).

To see that EQ-OCBE is sound, observe that Wb, (a) is true,
0 = (g™ ) = (g"h g ™) = (9"} = (W) = () = ="

Therefore the sender and receiver share the same symn®jric k

Also observe that the interaction phase of the EQ-OCBE probtiscone-round; it
involves only one message from the sender to the receivethelinteraction and open
phases, the sender does two exponentiations and the nredeegone exponentiation.

The key idea of EQ-OCBE is that if the receiver’s committed galis equal taz, the
sender can computg—* = g*~*h" = h". The sender now holdsg such that the receiver
knows the value. This achieves half of the Diffie-Hellman key-agreementgcol [48],
with h as the base. The sender then does the other half by sefitiaghe receiver. Thus
both the sender and receiver can compute (cg—%)Y = h". If the receiver’s committed
valuea is not equal tau, then it is presumably hard for him to compute= (cg—*)Y
from hY andcg~?. The receiver cannot effectively compute;, (cg—*), because if the
receiver is able to find a number = log, (cg~*), he can break the binding property of

the commitment schemee., he finds &ay, ') pair such thay®h’ = g*h’.
Theorem 3.4.1 EQ-OCBE is oblivious.

Proof The interaction phase involves only one message from thaeséa the receiver.
Among what the sender sees, the only piece of informatianshalated to the receiver’'s
attribute valueu is the commitment. As the Pedersen commitment scheme is uncon-
ditionally hiding; ¢ does not lealanyinformation aboutz.. Thus EQ-OCBE is oblivious

even against an infinitely powerful adversary. [ ]
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Theorem 3.4.2 Under the CDH assumption da#,, the order-q subgroup &, and when

H is modeled as a random oracle, EQ-OCBE is secure against tiever.

Proof EQ-OCBE uses a semantically secure symmetric encryptiomitdgo WhenH
is modeled as a random oracle, EQ-OCBE is secure against tieaewhen no receiver
whose committed value is not equakipcan compute with non-negligible probability=
(cg)¥, the secret that the sender uses to derive the encryptiomMarg precisely, EQ-
OCBE is secure against the receiver if no polynomial-time esarg wins the following
game against the challenger with non-negligible probgi{ihis game is instantiated from
the game in Figure 3.2 with details from the EQ-OCBE protoc®he challenger runs
the setup phase and serRisams = (p, q, g, h) and the descriptions of and”P to the
adversary. The adversary picks an integee V. The challenger chooses «— Z,
and computes the commitment efasc = ¢*h", and givesr and ¢ to the adversary.
The adversary responds with an equality prediég, such thattQ,,(a) is false. The
challenger then pickg < Z; and sends to the adversary. The adversary then outputs
o, and the adversary wins the game if= (cg—*)v.

Given an attacked that wins the above game with probabiliiywe construct another
attackerB that solves the CDH problem i@, with the same probability.5 does the

following:

1. B, whengiverp, ¢, h € G, h*, h¥, givesParams = (p, ¢, h*, h) and the descriptions
of V = Z, andP = {EQ,, | ap € V} to A. Let g denoteh?.

2. B receives an integer € Z, from A, picksr «— Z,, computes: = (h*)*h", and

sends  andcto A.
3. Breceives an equality predicaQ,, from A wherea # a,, and sendé? to A.

4. B receivess from A, computess = oh "%, and outputg(@—a) ' modq,

When A wins the gameg = (cg=™)¥ = (¢ “h")Y = (g¥)* “h", theno =
oh™ = (g¥)*~% = (h*)*%, B outputsy(@—e0) " moda — pay,
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B succeeds in solving the CDH problemAfwins the above gameg., successfully

computegcg*)Y. [ |

3.4.2 GE-OCBE: An OCBE Protocol For Predicates

In this section, we present an OCBE protocol (GE-OCBE) for thesP&th commit-
ment scheme with greater-than-or-equal-to predicateg. bHsic idea of the GE-OCBE
protocol is as follows. Let be an integer such that < ¢/2. Leta anda, be two num-
bers in[0..2¢ — 1], and letd = ((a — ag) mod ¢). Letc = g*h” be a commitment of
wherer is known to the receiver, them—% = g*~%h" = ¢?h" is a commitment ofl that
the receiver knows how to open. Notice thatiif> a, thend € [0..2° — 1], otherwise
d ¢ [0.2¢ —1].

If a > ag, the receiver generatésnew commitmentsy, ..., c,_;, one for each of
the ¢ bits of d. The sender picks a random encryption Kennd split it into/ secrets
ko, ...,ke_1. Then the sender and receiver run a “bit-OCBE” protocol folheammmit-
ment,i.e, if ¢; is a bit-commitment, the receiver obtaihs otherwise he gets nothing,

while the sender learns nothing about the value committel .

Protocol 2 (GE-OCBE) Let £ be a semantically secure symmetric encryption scheme
with keyspace{0,1}*. LetH : G, — {0,1}* andH' : {0,1}* — {0,1}* be two
cryptographic hash functions. Our GE-OCBE protocol involzesgndelS, a receiverR,

and a trusCA.

CA-Setup CA takes two parameters, a security parametand a parametef (which
specifies the desired range of the attribute valué&)uns the setup algorithm of the
Pedersen commitment scheme to créatems = (p, q, g, h) such that’ < ¢/2.
CA also outputsy = [0..2 — 1] andP = {GE,, | ap € V}, whereGE,,: V —

{true, false} is a predicate such th&E,, () is true if a > ay andfalse otherwise.

CA-Commit R chooses an integer € V and sends t&€€A. CA picksr «— Z, and

computes the commitment= ¢°h". CA givesc andr to R, andc to S.
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Initialization S chooses amessagé € {0, 1}*. S andR agree on a predicateE,, € P.

Now S hasGE,,, ¢, andM. R hasGE,,, c, a, andr.

Interaction Letd = ((a — ag) mod q), GE,,(a) = true if and only if d € [0..2¢ — 1].

Note thatcg—% = ¢g?h" is a commitment ofl that R can open.

1. R picksry,...,71 < Z, and setsry = r — Zf;ll 2ir;, mod ¢q. When
GE,,(a) = true, letd, ;...d,dy be the binary representation éfi.e., d =
do2° + di28 + -+ + dy_12°71. WhenGE, (a) = false, R randomly picks
di,dy, ... diy «— {0,1}, and setsly = d — 3__| 2'd; mod ¢. R computes,
for 0 < i < ¢ — 1, the commitment; = commit(d;,r;) = g%h". R sends

coy---,Co—1 1085,

2. S verifies thateg=® = [[_i(c;)*. S randomly choose$ symmetric keys
ko,..., ke € {0,1}" and setsk = H'(ko||---||k.—1). S picksy «— Z,
computesy) = hY andC = &[M]. Foreach) < i < ¢ — 1, S computes
o) = (¢)¥, 0} = (cig7)¥, CY = H(0?) & k;, andC! = H(o?) @ k;. S sends
to R the tuple(n, C3,C}, ..., CY ,C} |, C).

Open R receives(n,C§,C, ..., CY ,,C} |, C) from the interaction phase. GE,,(a)
iS true, d = Zf;é 2'd; whered; € {0,1}. For each) < i < ¢ — 1, R computes
ol = 1", and obtaing! = H(c!) ® C%. R then computes’ = H'(k}||---||k},_,),
and decrypt€’ usingk’.

To see that the GE-OCBE protocol is sound, observe that v@tep(a) is true,
do,...,d,_1 are either O or 1. If the receiver follows the protocol, thadsr will suc-
ceed in verifying[[/_; (c:)* = [T,=y(g%h™)* = g%h" = cg~*. Foreach) <i < ¢ — 1,
if d; =0, 0) = ()V = (¢%h")Y = (W) = " = o, the receiver can compute
ki = C?® H(ol);if di = 1, 0} = (c;g7 )Y = (g% th")Y = (h¥)" = n" = o), the
receiver can compute, = C! & H(o}). Ask = H'(ko||---||ke—1), the receiver can
successfully obtaik. Thus the sender and receiver share the same symmetric ikey

GE,,(a) is true.
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The interaction phase of the GE-OCBE protocol is two roundse fdteiver does
about2/ exponentiations. The sender does abbexponentiations (observe that can
be computed as?g~, whereg—¥ needs to be computed only once).

We briefly sketch the idea why the receiver cannot obidiif GE,,(a) is false. If the
receiver follows the protocol, thedy,...,d,—, € {0,1} andd, ¢ {0,1}. The receiver
can successfully compute, . .., k,_1, but fails to compute:, because he can compute
neithero) = (cp)? = (g%h")Y noro} = (cog ') = (g~th")¥. Even if the receiver
does not follow the protocol, it is impossible for him to fidgl, ..., d,; € {0,1} and
70, ...,71 such thateg™ = [['_s(c;)* ande¢; = g%h™. Suppose the receiver finds
suchdy, ...,d,1 € {0,1} andry,..., 7, y; letd = S0 d;2" € [0.2° — 1] and’ =
Zf;é ;2" (mod q), then

a—ap LT —a -1 i -1 RNV =1 g 9i =1, oi R
9o Oh" = g™ = [[;Zo(ci)* = [Tico (g% ) = gm0 4 hizo i = g@' 1.

Asa—ap ¢ [0.2° — 1] andd’ € [0..2° — 1], d’ # a — ay, the receiver is able to find— a,
r, d’, andr’ such thagy®*h" = ¢* k", which breaks the binding property of the Pedersen

commitment scheme.
Theorem 3.4.3 GE-OCBE is oblivious.

Proof Consider the game for the oblivious property of OCBE (in Figur®),3let us

examine what an adversary would see in the case of GE-OCBE. dvezsary sees a

commitmentc and ¢ commitmentszy, . .., ¢,_; such thatcg™ = [['_)(c;)*". The joint

distribution ofc, co, . . ., ¢,_1 is independent of whether the challenger pickg®dr a,, as

¢,c,...,coq are totally random (because of the random choices«f, ..., r,_,), and
-1

co is always equal tag=* [ [._; (¢;)"%. GE-OCBE is oblivious even against an infinitely

powerful adversary. [ ]

Theorem 3.4.4 Under the CDH assumption a#,, the order-q subgroup ét7, and when

H and H' are modeled as random oracles, GE-OCBE is secure againsetiever.

Proof GE-OCBE uses a semantically secure symmetric encryptiorritigo When

H’ is modeled as a random oracle, EQ-OCBE is secure against thiveegvhen no
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receiver whose committed valuedoes not satisfi:E,,, can compute with non-negligible
probability k|| . . . ||k.—1, the secret that the sender uses to derive the encryptioh. kay
other words, ifGE,, (a) is false, we need to show that no receiver can comgyte. . , k,_4

with non-negligible probability. Recall that the receivergivenC? = H(c?) @ k; and

C! = H(o}) @ k;, whenH is also modeled as a random oracle, the receiver has to know
eithero? or o} to recoverk;.

GE-OCBE is secure against the receiver if no polynomial-timeessary wins the
following game against the challenger with non-negligiptebability (this game is in-
stantiated from the game in Figure 3.2 with details from tHe@CBE protocol): The
challenger runs the setup phase and s€aesns = (p, q, g, h) and the descriptions of
andP to the adversary. The adversary picks an integer V. The challenger chooses
r « Z, and computes the commitmentwoésc = ¢*h", and gives andc to the adversary.
The adversary responds with a greater-than-or-equaledigateGE,, such thatGE, (a)
is false. The adversary outputscommitments, .. ., ¢,_; such thatg=® = [T'_(c;)?".
The challenger then pickg < Z; and sends to the adversaty. The adversary then
outputsoy, . ..,o0,1 andd,, ...,d,—; € {0,1}, and the adversary wins the game if each
0<i</l—1,0;=(c;g%)¥ holds.

Given an attacked that wins the above game with probabilitywe construct another
attackerB that solves the CDH problem i&, with the same probability.5 does the

following:

1. B,whengiverp, ¢, h € G, h*, h¥, givesParams = (p, ¢, h*, h) and the descriptions
of V =Z,andP = {GE,, | ap € V} to A. Letg denoteh”.

2. B receives an integer € Z, from A, picksr «— Z,, computes: = (h*)*h", and

sends andcto A.

3. B receives a great-than-or-equal-to predidakg, from A wherea < ag. B com-
putesd = ((a — ag) mod q).

4. B receives/ commitmentsz, .. ., ¢, ; wherecg™® = [['Zo(c;)%, and send#? to

A.
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5. Breceivesy, ...,o, 1, anddy, ..., d,_; from A. B computes) = [['_,(s,)* and
d' = Y"1~ d;2', and outputgsh—Tv)(d-d) " moda,

When.A wins the gameg; = (c;g%)?, then

§ = 1o =12 (g )w)*
— (g T TI 2 (e)? ) = (g% ego) = (g4 hr)v = gld=dpry,

B outputs(dh—"v)(d=d) " mod g — (g(d=d)y)(d—d) " modq — gy — pry,

B succeeds in solving the CDH problemAfwins the above gameg., successfully
computes(cog~®)?, ..., (c;_1g~% )Y, wherecg™® = [[_o(c:))*, anddy, ..., dy, €
{0,1}. [ |

3.4.3 OCBE Protocols for Other Predicates

In this section, we first present two logical combination OCB&tqcols, one for\
(AND-OCBE), the other for/ (OR-OCBE). Then we describe OCBE protocols for com-
parison predicates> (GT-OCBE), < (LE-OCBE), < (LT-OCBE), # (NE-OCBE). Fi-
nally, we present an OCBE protocol for range predicates (RANERIBE). Instead of for-
mally presenting these protocols, we briefly sketch thesdéée use)C BE(Pred, a, M)
to denote an OCBE protocol with predicdteed and committed value, the receiver

outputsM if Pred(a) is true. Similar techniques have been used before in [30,49].

1. AND-OCBE: Suppose there exists OCBE protocols feed; andPred,, the goal
is to build an OCBE protocol for the new predicdteed = Pred; A Pred,. An
OCBE(Pred;APred,, a, M) can be constructed as follows: In the interaction phase,
the sender picks two random keys and k, and setsc = H(ky||k2), where H
is a cryptographic hash function. The sender then runs tieeaiction phases of
OCBE(Pred, a, ki) andOC BE(Pred,, a, ko) with the receiver. Finally, the sender
sendsE;[M] to the receiver. The receiver can recowérin the open phase only if

bothPred; (a) andPred,(a) are true.
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2. OR-OCBE: An OCBE(Pred; V Pred,, M) can be constructed as follows: In the
interaction phase, the sender picks a randomikeyhe sender then runs the in-
teraction phases @dC' BE(Pred, a, k) andOC BE(Pred,, a, k) with the receiver.
Finally, the sender send%[)]| to the receiver. The receiver can recovérin the

open phase if eithd?red; (a) or Pred,(a) is true.

3. GT-OCBE: For integer space, > aq is equivalent tar > ag + 1. An OCBE(>,,

,a, M) protocol is equivalent to a®@C BE(>,,+1, a, M) protocol.

4. LE-OCBE: The idea of LE-OCBE protocol is similar to the GE-OCBE protocol.
Observe that < a, if and only if d = ((ag — a) mod q) € [0..2° — 1]. Letc = g°h"
be a commitment of,, theng ¢! = glao—a) modap—rmodq jg 5 commitment ofl
such that the receiver knows how to open. The LE-OCBE protoses the same
method as in GE-OCBE.

5. LT-OCBE : For integer space, < ay is equivalent tar < ag — 1. An OCBE(<,,

,a, M) protocol is equivalent to a®@CBE(<,,_1, a, M) protocol.

6. NE-OCBE: a # qy is equivalent tda > ag) V (a < ag). Therefore, aWCBE(#,,
,a, M) can be built a® CBE(>,, V <, a, M).

7. RANGE-OCBE: ag < a < @, is equivalent tda > ag) A (a < ay). Therefore, a
RANGE-OCBE can be built a®CBE(>,, N <q,,a, M).

3.4.4 MOCBE: Multi-attribute OCBE

OCBE guarantees that, for the receiver to receive a messagatttieute committed
in her OACert must satisfy the sender’s policy. In many sdesaaccess control policies
are based on multiple attributes rather than one. For exg@magbolicy may require that
the receiver either has GPA more than 3.0 or is older than Bis requirement involves
two attributea; (GPA) anda, (age), and the predicate for the sendefds > 3.0) V
(ay > 21). Itis natural to extend OCBE to support multiple attributesjel MOCBE.
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In this subsection, we present constructions of MOCBE for types$ of multi-attribute
comparison predicates which we believe are useful in mractietc denote a comparison
operation where € {=, #, <, >, <, >}. Our constructions use the Pedersen commitment

scheme and use the OCBE protocols as sub-protocols.

Linear Relation Predicates The linear relation predicate®red(a,...,a,) take the
form of a;b6; + --- + a,b, © e, wherebq,...,b,, ande are public integers frony.

In other words,Pred(ay, ..., a,) is true if a;by + -+ + a,b, © e is true, and isfalse
otherwise. The MOCBE protocol of this type of predicates cabuk as follows: Since
the Pedersen commitment scheme is a homomorphic commistleete, the sender and
receiver each can compute the commitment,6f +- - - +a,,b,, (denoted as) by comput-

ing ¢tz ... b (denote ag). Now both the sender and the receiver havthe receiver
knows how to open the commitment and we want the receiver to obtain the sender’s
message if and only if (the value committed in) satisfiesr ¢ e. We reduce the MOCBE

protocol to the OCBE protocols for comparison predicates.

General Comparison Predicates The idea of this construction comes from [49]. The
predicatePred(a4, . .., a,) is specified as a boolean circuit withinput and one output,
each inputi is associate with a predicatg ¢ e; wheree; is an integer in/. The circuit
consists of AND gates and OR gates; each gate has two or nuesiand one output.
Intuitively, a receiver makes an inpttte if a; oe; iStrue. A receiver satisfies the predicate

if it makes the output of the circuitue. The MOCBE protocol is as follows:

1. For each = 1..n, the sender chooses a random kewnd runs an OCBE protocol
with the receiver, sending in an envelope that can be opened only whesie; is

true.

2. The sender computes the keys associated with (the oupesch gate as follows,
starting from the input of the circuit. For an AND gate, lét), k®, ... k(™ pe
the keys associated with the inputs, then the key corresponding to the output is

k=kED @ ... ®k™, ForanOR gate, 6tV k? .. k™ be the keys associated
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with them inputs. The sender chooses a random/ayg the output key. The sender
then encryptg under each o™, £ ... k(™ and sends the: ciphertexts to the

receiver.

3. The sender encrypts the messageising the key associated with the circuit output

and sends the ciphertextto the receiver.

It is not hard to see that if the receiver’s attributes. . ., a, satisfy the predicate
Pred(aq,...,a,), then the receiver can obtain the key associated with tleeiitioutput.

Thus the receiver is able to decryptand obtain\/.

3.5 Implementation and Performance

We have implemented a toolkit that generates X.509 cettifec§28] that are also
OACerts using Java v1.4.2 SDK and JCSI PKI Server Library [BObur implementation,
both the parameters of the Pedersen commitment scheme amditroents of certificate
holder’s attributes are encoded in the X.509v3 extensidasfidRecall that the parameters
of the Pedersen commitment scheme @&, g, h); they are large integer numbers. The
commitments can also be viewed as large integers. We coesaelt of these integers
into an octet string and bind it with an unigue object ideetiflOID) [28], and place them
(octet string and OID) in the extension fields as a non-aligxtension. Note that attribute
name is not encoded in the certificate. The CA can publish afliattribute names and
their corresponding OID, so that service providers knowolldommitment corresponds
to which attribute. Our OACerts can be recognized by OpenSSL.

We implemented also the OCBE protocols and zero-knowledgef protocols [35—
38] in Java with Java 2 Platform v1.4.2 SDK. We use the Pedertssmitment scheme
with security parametens = 1024 bits andg = 160 bits. Thus the size of a commitment
is 1024 bits, or 128 bytes. We set the attribute values in O&CQere unsigned longe.,
¢ = 32. In the implementation of the OCBE protocols, we use MD5 as tiptagraphic
hash function, AES as the symmetric key encryption schemigenGan arbitrary size

message, MD5 outputs a 128-bit message digest. In ourgettins typically a 16-byte
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symmetric key, the size &[] is also 16 bytes using AES in ECB mode. In EQ-OCBE,
71 is 128 bytes (1024 bits) ard is 16 bytes, the total size of communication is 144 bytes.
We ran our implementation on a 2.53GHz Intel Pentium 4 machith 384MB RAM
running RedHat Linux 9.0. We simulate the certificate holdet service provider on the
same machine. With of size 1024 bits and of size 160 bits in the Pedersen commitment
scheme, and = 32, the performance of two zero-knowledge proof protocols twwl

OCBE protocols is summarized in Table 3.1.

Table 3.1
Running time and size of communication on a 2.53GHz InteliBent
running RedHat Linux. Security parameters are 32, p = 1024 bits,
andq = 160 bits.

execution timg communication size

Zero-knowledge proof that = a, 28 ms 168 bytes
Zero-knowledge proof that > ag 2.2s 15 KB
EQ-OCBE 75 ms 144 bytes

GE-OCBE 09s 5.1 KB
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4 POLICY-HIDING ACCESS CONTROL USING OACERTS

In attribute-based access control, as attribute infolwnatiay be sensitive, the certificates
that contain attribute data need protection just as otlsaurees do. Often times, the poli-
cies for determining who can access the resources areigeradgo and need protection

as well. Consider the following example.

Example 2 Bob is a bank offering certain special-rate loans and Alicalditike to know
whether she is eligible for such a loan before she applieégseAlas a digital driver license
certificate issued by the state authority; the certificatetaios her birth-date, address,
and other attribute data. Alice has also an income cerificsgued by her employer
documenting her salary and the starting date of her employrB®b determines whether
Alice is eligible for a special-rate loan based on Alicetsiatite information. For example,
Bob may require that one of the following two conditions holdg Alice is over 30 years
old, has an income of no less than $43K, and has been in thentyab for over six
months; (2) Alice is over 25 years old, has an income of notless $45K, and has been
in the current job for at least one year.

Bob is willing to reveal that his loan-approval policy usee #pplicant’s birth-date,
current salary, and the length of the current employmeniyelver, Bob considers the
detail of his policy to be a trade secret and does not wantveatat to others. Alice is
interested in this loan and would like to go forward; howegée wants to reveal as little
information about her attributes as possible. In partici@b shouldn’t learn anything
about her address (which is also in her driver license) onlkar actual birth-date. Ideally,

Alice wants Bob to know whether she is eligible for the loar, tothing else.

In the above example, the policy is a commercial secret, and/lkedge of Bob’s pol-
icy would compromise Bob’s strategy and invite unwelcomeaioirs. In other examples,

the motivation for hiding the policy is not necessarily gaiton from an evil adversary,
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but simply the desire to prevent legitimate users from ggntire systeme.g, changing
their behavior based on their knowledge of the policy. Thiparticularly important for
policies that are not incentive-compatible in economioier

Motivated by the preceding applications, we introduce andysthe problem opolicy-
hiding access controlin this framework, Bob has a private policy and Alice has s&ve
sensitive certificates. In the end, Bob learns whether Aiegtributes in her certificates
satisfy his policy but nothing else about her attribute galuat the same time, Alice does
not learn Bob’s policy except for what attributes are reqlifice his policy.

One may tempt to use existing general solutions to the twty@ecure Function
Evaluation (2-SFE) [23, 26, 41(g, Yao’s scramble circuit protocol [23]) for policy-
hiding access control. That is, Alice inputs her certifisaad Bob inputs his policy; and
they run a 2-SFE protocol to evaluate Bob’s policy on Alicdtsilautes in her certificates.
Such approach does not work well because (1) the functioartgate in 2-SFE is public,
whereas the function (Bob’s policy) in policy-hiding accesstrol is private; (2) as Alice
needs to input her certificates into 2-SFE, certificate wation, which involves verifying
digital signatures, needs to be done as a part of 2-SFE tawaluation. This is extremely
inefficient. Observe that Alice is not allowed to input heriatite values directly (instead
of her certificates), because, Alice otherwise can inputrary faked attribute values at
her will®.

To avoid verifying certificates within circuit evaluatiowe use OACerts described in
Chapter 3. We introduce the notion@értified Input Private Policy Evaluation (CIPPE)
which enables policy-hiding access control using OACertxnfal definition of CIPPE
will be given in Section 4.2. In CIPPE, Alice has private irput, z», - - - , x,,, Bob has
a private functionf drawn from a familyF of functions (usuallyf outputs ‘yes’ or ‘no’;
however, we allow functions that output more than one bihédrimation), and Alice and
Bob share:, ¢, - - - | ¢,, Whereg; is a cryptographic commitments of, for 1 < ¢ < n.

The objective of CIPPE is for both Alice and Bob to learn the ltesti f(xy, - -, z,,).

ln SFE, there is no way to prevent a dishonest party from dhanits local input before the protocol
execution.
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Bob should not learn anything aboty, . . . , x,,; and Alice should not learn more than the
fact thatf € F.

We develop a CIPPE protocol for certain families of functidhat we believe are
useful for expressing policies. Our solution uses Yao'susdiled circuit protocol [23,
51]. When a circuit is scrambled, the operation in each gatedden; however, the
topological structure of the circuit is not. Therefore,ddlicould infer some information
about Bob’s policy by looking at the scrambled circuit if Bomstructs the circuit in the
naive way. To protect Bob’s private function, we develop ditieint approach to construct
circuits with uniform topology that can compute certaindtions families. To ensure that
Alice can evaluate the scrambled circuit only with her httté values as committed in
her certificates, we develop an efficient and provably se@omemitted-Integer based
Oblivious Transfer (CIOT) protocol. The computation and aamication complexity of
the proposed CIPPE protocol is close to the complexity of dnamsble circuit protocol
that computesf(z1, ... z,) where f is public, andz, ..., z, are not committed. The
CIPPE protocol is efficient; and we believe it can be deployeggaractice (see [51] for an
implement of the scramble circuit protocol by Mallédtial)).

The rest of this chapter is organized as follows. We first destow CIPPE can be
used to enable policy-hiding access control in Section Bien we give a formal defini-
tion of CIPPE in Section 4.2. In the next two sections, we preseo building blocks that
we build for CIPPE, one is circuit construction of policy faiens with uniform topology,

the other is the CIOT protocol. In Section 4.5 we give an efficemnstruction for CIPPE.

4.1 Using OACerts and CIPPE for Policy-Hiding Access Control

In this section, we present a high-level framework for pelding access control
using CIPPE. We describe how the policy-hiding access cbirtr&xample 2 can be
enabled. In what follows, we usemmit to denote the commitment algorithm of a com-
mitment scheme. Ld?arams denote the public parameters fammit. To be secure, a

commitment scheme cannot be deterministic; thus a commttoi@ valuez also depends
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on an auxiliary input, a secret random valuéNe use: = commitp,..ms(a, ) to denote a
commitment ofa. Figure 4.1 depicts how CIPPE can be used in the policy-hidowpss
control. We observe that the two CA's are involved only in isgucertificates to Alice.
When Alice is interacting with various servers such as Bob,GA&s are not involved
and can be off-line. Note that Kantarcioglu and Clifton haveppsed a similar privacy

protection model in [52].

Company C

Sud l/
ey

4. Interaction

Alice

Figure 4.1. An example of policy-hiding access control phaes be-
tween Alice and Bob.

1. CA Setup. Let Bureau of Motor Vehicles (BMV) be the CA who issues digital
driver licenses. BMV runs the CA setup prograng., BMV picks a signature
scheme, a commitment scheme denoteddymit, a pair of public/private keys,
and the public parameters for the commitment schéta@ms. Let Company C be
Alice’s employer, the CA that issues an income certificateAiice. Company C

runs the CA setup program analogously.
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2. Alice-CA Interaction. In this phase, Alice obtains two OACerts, one from BMV
and the other from Company C. Alice applies for a digital driveznse certificate
from BMV as follows. BMV first verifies the correctness of herribiite values
through some (possibly off-line) channels, then issues AG&dt for Alice. The
OACert is signed using the BMV’s key and contains Alice’s paldey, BMV's
public key, and a commitment for each attribute value th#b ise included in the
certificate. For example, let be Alice’s birth-date (encoded as an integer), BMV
generates a random numbeicomputes: = commitpaams(z, 7), and stores in the
OACert. The BMV sends the signed OACert to Alice, together withhee secret
random values that have been used. Similarly Alice obtammeome certificate

from her employer Company C.

3. Alice-Bob Setup. Alice applies for a special-rate loan from Bob. Bob reveals$ tha
the loan policy takes at most three attributes: birth-daterent salary, and the
length of current employment. Alice shows her driver lice@®ACert and income
OACert to Bob. Alice then proves the ownership of her OACertagishe usual
techniques [28]. Recall that OACerts can be used as regulidaldigrtificates €.g,

X.509 certificates) except the attribute values are star¢lled committed form.

4. Alice-Bob Interaction. Alice and Bob run an interaction protocol, where Alice
inputs her attribute values and secret random values shstbi@sl from Phase 2
(Alice-CA Interaction) and Bob inputs his private policy fdion. In the end, both
Alice and Bob learn whether Alice satisfies Bob’s policy withgetting other in-

formation about Alice’s attributes or Bob’s policy.

4.2 Definition of Certified Input Private Policy Evaluation

We now give a formal definition of CIPPE, which allows us to aur protocol for

CIPPE is secure.



45

Definition 4.2.1 (CIPPE) A CIPPE scheme is parameterized by a commitment scheme
commit. A CIPPE scheme involves a cliet, a serverS, and a trustedA, and has the

following four phases:

CA Setup CA takes a security parameterand another parametéfwhich specifies the
desired range of the attribute values), and outputs pularampetersParams for
commit. The domain otommit contains|0..2° — 1] as a subsetCA sendsParams
to C'andS.

Client-CA Interaction C chooses: valuesz, ..., z, € [0..2° — 1] (these are”’s at-
tribute values) and sends them@a. For eachi, 1 < i < n, CA generates a new
random number; and computes the commitment = commitpaams(zi, 7). CA

givesc; andr; to C, andc; to S.

Recall that in the actual usage scenario in Section @Aldoes not directly com-
municate withS. Instead,CA verifies C’s attribute values before computing the
commitments and storing, . . ., ¢, into C's OACerts. The OACerts are then sent
by C to S, enablingS to have the commitment values as if they were sent ft@m
Here we abstract these steps away to Ha&esendingc; to S. We stress thatA
doesnot directly participate in the policy-hiding access controygess betwee@

andsS.

Client-Server Setup S chooses a familyF of functions and sends the description/f
to C (this models the fact thaf is public knowledge). Eacli in F mapsn ¢-bit
integers to a bitj.e, f : ([0..2° — 1])» — {0,1}. S chooses a functiorf € F

privately.

Now S hascy, ..., c,, andf. C hascy,...,c,, x1,..., 2y, @ndry, ..., r,.
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Client-Server Interaction C andS run an interactive protocol. In the end, b@trandS
OUtputF'(z1,71, ..., Ty, T, ), WhereF takesey, . .., ¢,, andF as parameters, and

is defined as

F(xbrlv"'?xn?rnaf)
flze, ... xy) if feF Ac; =commit(a,;,r;) for each:

o otherwise

When bothC' andS are honest(’ and.S will output f(z, ..., z,) in this phase.

To avoid unnecessarily cluttering the exposition, in Défoni 4.2.1 we assume that
there is only on€A in a CIPPE scheme, and that . . . , z,, are equal-length and are com-
mitted under the same commitment parameters. The defifi@PPE can be modified
to support multiple CA’s, different input lengths, and drfat commitment parameters.
As a matter of fact, we can easily adjust our CIPPE protocolppsrt the situation in

which eache; is committed under a different set of commitment parameters

Notion of Security

The security definitions we use follow [26,53, 54]. We comesisecurity against three
kinds of adversaries. Aadversaryis a probabilistic interactive Turing Machine [47]. A
honest-but-curiousdversary is an adversary who follows the prescribed pobt@nd
attempts to learn more information than allowed from thecaken. Aweak-honesad-
versary [54] is an adversary who may deviate arbitrarilyrfribe protocol, as long as her
behavior appears honest to parties executing the protdgcahaliciousadversary is an
adversary who may behave arbitrarily. When we consider mabcadversaries, there
are certain things we cannot prevent:. an adversary (1) nfagedo participate in the
protocol, (2) may substitute its local input with sometheige, and (3) may abort the pro-
tocol prematurely. When we consider weak-honest, we camegept an adversary from
substituting her local input.

The security of a CIPPE protocol is analyzed by comparing w&hatdversary can do

in the protocol to what she can do in the ideal model with a fBdiF hird Party (TTP).
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o §1 checks ci = Commit(Xi,Ti)
Ciy ..., Cn and f i Trusted i

| . : o fori<is<n
| are public .| Third Party |:>2 cheCkaGf
'3

. computes f(xi,...,xn)

X1, 11, f(X1, Tt xn)
or L
e
Xn, Tn
Client Server

Figure 4.2. Ideal model for the CIPPE protocol

In the ideal model, as depicted in Figure 4.2, the client sévat private input; andr;,
for 1 < ¢ < n, to the TTP, and the server sends his private inptd the TTP. The TTP
verifies that;; = commit(z;, r;) for eachi and f € F, computesf(z4,...,x,), sends the
result back to the client and the server. If the verificatiaitsf the TTP simply outputs a
special symbob.

The ideal model differs for honest-but-curious adversanesak-honest adversaries,
and malicious adversaries. In the ideal model for honestbuous adversaries, an hon-
est party outputs her output from the TTP, whereas an hdngsturious party outputs
an arbitrary function from her initial input and the outpiesobtained from the TTP.
The ideal model for weak-honest adversaries is similaréddeal model for honest-but-
curious adversaries, but differs in that a weak-honestradwe can substitute her input
before sending to the TTP. In the ideal model for maliciougeasiaries, a malicious ad-
versary can terminate the protocol prematurely, even agesthen she has received her

output and the other party has not.

Definition 4.2.2 (Security) Let F' be the function the client and server compute in the
interaction phase of a CIPPE scheme. Lidte the CIPPE protocol for computirg We

model the client and server as a pair of admissible prolstibippolynomial-time machines,
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where at least one of them is honest. Protd¢alecurely computes if for every pair of
admissible probabilistic polynomial-time machin@s*, S*) in real model, there exists
a pair of admissible probabilistic polynomial-time maatsiiC, S) in the ideal model,
such that the joint execution df under(C*, S*) in the real model is computationally

indistinguishable from the joint execution 6funder(C, S) in the ideal model.

Our construction for CIPPE is provably secure in the honestehbrious model and
the weak-honest model. The server’s privacy is guarantgathst any malicious client.
A malicious server may learn additional information abougtient’s attributes; however,
this additional information is limited to at most one bit aswth malicious behavior will

be detected by the client (see Section 4.5 for the detailedtnaction).

4.3 Building Circuits That Have Uniform Topological Struatur

When a circuit is scrambled (refer to Chapter 2.5), the opmrati each gate is hidden;
however, the topological structure of the circuit is not.efidfore, the client could infer
some information about the server’s function by lookinghet scrambled circuit if the
server constructs the circuit in a naive way. To protect #rees’s private function, we
present an approach to construct circuits that can complai@idy of functions and have

the same topological structure.

Function definition

We propose a familyF of functions that can express many policy functions in real
applications. We defing as follows.F has four parametefsn, m, and\. Each function
fin F(f,n,m,\) takesm parameterg, . ..,y € [0..2° — 1] andn inputsz, ..., x, €
[0..2¢ — 1], and maps them t§0, 1}. Let f(x1,...,z,) = p(xs, 0Py Y1, Ti, OPy Yo, -+
Ti,, OP,, Ym), Wherel < iy is, ... 4, < n,eachop,is one of the following predicates=
,#,>,<,>,<}, andp is a disjunctive (or conjunctive) normal form in which thennioer

of disjuncts (or conjuncts) is no more than
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If the server chooses a functigifrom the family 7 (¢, n, m, \) of functions, the client
should not be able to distinguighfrom any other functions in the family. For instance,
consider Example 2, Bob (the bank) canset 3, m = 8, A = 4, and the policy function

is of the form:

f(l’1,fE2,$3) = (1'1 > 30 A xg > 43000 A x5 > 6) V
(1'1 > 25 AN xg > 45000 A 3 > 12),

where z; denotes agey, denotes annual income in dollars, ang denotes length of
current employment in months. Alice learns thaf 5, andx; are used for comparison
at most8 times, she would not learn information such as which valbeg &re compared
with, and how many times each attribute is compared.

If Bob builds a circuit forf(z1, z2, z3) in a naive fashion, Alice can learn from the
topology of the circuit how many times eachis compared, what these comparison oper-
ators are, and some information about the structure of theygonction. One technical
difficulty in hiding such information is that each attributeay be used in multiple com-
parisons, and we want to hide the number of times it is usedtradghtforward way to
do this is to usen circuits, each of which select one input from thenputs. This is
not efficient as it need®(nm) gates. Our construction uses results from the literature on
permutation and multicast switching networks (see, fongda [55-59]). Some of these
networks may be useful for constructing circuits for fagslof functions beyond the ones

considered in this chapter.

Basic circuit components

We introduce three basic circuit components that will beduseur construction. We

depict them in Figure 4.3.

1. Comparison circuit.Given two/-bit integerse andy, the comparison circuit com-
putesr = y, z # y, x > y, orx < y. Observe thatt > y andx < y can be
represented a8 > y — 1 andz < y + 1, respectively. Letr, ; ...z be the

binary representation afandy,_; ... y1y0 be the binary representation gf
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k .
. ko — 2
Pack . Copy
ini kn | jn
(c)
Input Output
(b) (d)

Figure 4.3. Basic circuit components: (a) the structure bit4&ompari-
son circuits, (b) the structure of 8-input logical operat@rcuits, (c) the
high-level schema for a generalizer circuit, (d) an (8,8hralizer,

e Circuitforz > yis
/-1 -1
Vizo (xz A=Y A /\j:z‘+1<xj = y]))
e Circuitforz < yis
—1 -1 .
Vi:o (ﬁxi A Yi N /\j:i+1 (xj = y]))
e Circuitforz =y is /\f;(l)(mz =)
e Circuitforxz # yis \/f;(l)(snZ # i)
Note that the circuits for > y andx < y have the same topology. To make the
structure of all comparison circuits uniform, we modify ttiecuits forx = y and

x # y by adding some “dummy” gates. For example, the comparisauicifor

x = y could beA!} ((:vi = i) AN 9(a, yi)> whereg(z;, y;) always outputs
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1. Figure 4.3(a) shows the structure of 4-bit comparisooudis. Note that each

(-bit comparison circuit require@(¢) gates §¢ — 4 gates).

2. Logical operation circuit. Given m Boolean inputsu, ..., a,,, the logical circuit
computes\/,.qa; or /\,.sa; whereS C {1,2,...,m}. We can use a binary tree
structure to implement thew-input logical circuit. For example, to compute the
logical formula\/,_g b;, every gate in the binary tree computgsif i € S we give
the corresponding wire valug, otherwise, set value 0. Figure 4.3(b) shows a 8-bit
logical operation circuit. Note that the-input logical circuits requir€(m) gates

(m — 1 gates).

3. Generalizer circuit. An (n,n)-generalizer is am-input andn-output switching
network, it passes each inputo zero or more outputs. The existence(ofn)-
generalizer withO(n) gates is demonstrated nonconstructively by Pipenger [55].
Ofman [60] gives a construction of a generalizer using thees@ shown in Fig-
ure 4.3(c). In his construction, the network consists of paots: a pack network
and a copy network. The pack network packs those inputs paeiguests to con-
secutive positions. The copy network copies inputs to mplgltoutputs. The net-
work proposed by Ofman [60] requir@s log n gates. Thompson [56] improved
Ofman’s work and gives a construction usiglog n gates. The Thompson’s con-
struction uses a reversed butterfly network concatenatddanbutterfly network.

Figure 4.3(d) is the Thompson’s construction dRa8)-generalizer.
Our construction

Our construction takes the following three stages.

1. Copy Stage.The copy stage takes ¢-bit integersx, . .., x, and outputsn /¢-bit
integers in which each; is copied to output; times wherey; > 0 and)_ v; = m.

To build the copy stage in circuit, we constrddtientical(n, m)-generalizers, one
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for each bit. A(n, m)-generalizer can be implemented p§ | numbers of(n, n)-

generalizer. This stage nee@¢/m logn) gates (abou2/m log n gates).

2. Comparison Stagél'he comparison stage takes/-bit integers and makes com-
parisons. This stage consistseicomparison circuits, one for ea¢h, y) pair. This

stage need®(¢/m) gates (about/m gates).

3. Logical Computation StageObserve that all the disjunctive normal forms where
the number of conjunctions is no more thagan be expressed as;zl(/\iesj a;),
wheresS;, Sy, ..., S» € {1,2,...,m}. Such disjunctive normal forms can be im-
plemented using m-input logical operation circuits and oneinput logical oper-
ation circuits. For eaclm-input logical operation circuit, the input consists of the
m output bits from the comparison stage, the output is comaletct the input wire
of the lastA-input logical operation circuit. The conjunctive normalms can be

implemented analogously. This stage ne@dsm) gates (aboutm gates).

Figure 4.4 shows the structure of circuits that can compuefamily 7(3,3,4,4)
of functions. For the familyF(¢,n,m, \) of functions, our circuit construction needs

O(fmlogn + Am) gates (aroun@2logn + 5)¢m + Am gates).

4.4 A Committed-Integer Based Oblivious Transfer Protocol

To build a CIPPE protocol using the scrambled circuit protoe® have to ensure
that the client gets the keys of the input wires correspantbrher committed input. We
present a Committed-Integer based Oblivious Transfer (Ci@®ddocol to achieve this.

A CIOT protocol involves a sender and a receiver. The recdiasra committed-bit
integerz, the sender haépairs of valuegk?, k1), --- , (k?, k}), and both the sender and
receiver share the commitmentafin the end of the protocol, the receiver learns exactly
one key in each pair; furthermore, the keys she learns qunesto the bits inc. The
main idea of CIOT is as follows. Using the commitment:othe receiver generatésew
commitments, one for each bit of Then the sender and receiver run a modified version

of non-interactive oblivious transfer protocol [61, 62t Bl|ach commitment.
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Figure 4.4. An example circuit structure for the famify of functions
with parameterg = 3,n = 3, m = 4, and\ = 4. There are 4 comparison
circuits in the comparison stage, and 5 logical operatioocuds in the
logical computation stage.

Protocol 3 (CIOT Protocol) Let (p,q,g,h) be the public parameters of the Pedersen
commitment scheme. All arithmetic in this sectiomisd p unless specified otherwise.
Let z be an integer if0..2¢ — 1], andz,_; . .. 7,7, be the binary representation ofi.e.,

v =02 + 2,2 + - + 2,127, Letc = commit(x,7) = g*h" be the commitment of

x with a randomr € Z,.

Input The receiver hag andr, and the sender haspairs of integergk, k}), .. .,

(kY_,,k;_,). Both the sender and receiver have

Output The receiver learng°, ..., k,*7". The sender learns nothing.
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1. The receiver decomposemto ¢/ commitments, one for each bit of More specif-
ically, the receiver randomly picks, ..., € Z, and sets(, = r — ij 2
mod ¢. The receiver computes = commit(z;, ;) = g“*h" fori =0,1,...,0—1,
and gives them to the sender. The sender checksnfl;%t(ci)?i = c. Observe that

£— i =1/ g.77:\20 =1, o =1, o0 e
[Tico(c)* = [Tis(g"h7)* = gm0 "2 hiim ™ = g*h'" = c.

2. Fori =0,1,...,¢ — 1, the sender calculatds? = (p,q, h,c;) andK} = (p,q, h,
c;g~1). Using the ElIGamal encryption scheme [63] (modified to haessages
from a subgroup [64]), the sender sends to the receiver twt[eciextsEK?(k?) =
(hv, kicl") and B (k}) = (h*, k}(cig~")*), wherey; and z; are chosen at uni-
form random fromZ, by the sender. The receiver can obtajn as follow: If z;
equals 0, then; = h"i, the receiver knows the private key correspondingfo(the
private key isr;), therefore she can decrypio(k7) to recoverky. If x; equals 1,
thenc;g~! = h™, the receiver knows the private key correspondingfq she can

decryptEy: (k) to recoverk;.

Both the sender and receiver nee¥) modular exponentiation,e., the sender needs
2¢ modular exponentiation, and receiver negdsnodular exponentiation. The security

properties of the CIOT protocol are given by the followingdhems.

Theorem 4.4.1 The sender does not learn anything from the CIOT protocol.

Proof The CIOT protocol consists of two phases: a bit-commitmeasptand an obliv-
ious transfer phase. The sender learns nothing abéraim the oblivious transfer phase,
as the receiver does not send any information to the sendergdinat phase. Thus,
all the information the sender learns abauits from the bit-commitment phase. In the
bit-commitment phase, the sender learns the commitmgnts.,c, ;. Observe that
co = chj(ci)‘Qi; therefore ¢, can be computed from ¢y, ..., ¢,_; and does not leak
any additional information. Recall thatr,...,r,; are chosen uniformly randomly
from Z,; the distributions ot ¢y, . . ., ¢, are exactly the same as the distribution of any

commitment under the Pedersen commitment scheme. dlaus .., ¢, ; leak nothing



55

about their corresponding committed values:, ..., z,_ ;. Therefore, the sender does
not learn anything about In other words, for any, y € [0..2°—1] (letc,, ¢, be the corre-
sponding commitments), and for any adversary executingehder’s part, the views that
the adversary sees when the receiver inputs, ) and when the receiver inputg, ¢, ) are

perfectly indistinguishable. [ ]

Theorem 4.4.2 Under the DDH assumption and the DL assumptiontyn the order-q

subgroup ofZ, the receiver learns at most one value [k}, k}) pair.

T

Proof Suppose an adversarial receiver learns bgtland k! for some giveni, where

0 < i < ¢ — 1. Under the DDH assumption, the EIGamal encryption schemsensan-
tically secure [64]. Therefore, the adversary knows thegpe keys corresponding to the
ElGamal public keysk? = (p,q,h,c;) and K} = (p,q, h,c;g~*). In other words, the
adversary knows whereh’ = ¢;, andr’ whereh” = ¢;g~!. Thus, the adversary knows
andr’ whereh” = gh™'; she can effectively computeg,(h) = (r — /)~" mod ¢, which

contradicts the DL assumption. [ |

Theorem 4.4.3 Under the DDH assumption and the DL assumptiontgn the order-g

subgroup ofZ;, if the receiver learng keys, these values musthg, ..., k)‘7".

Proof By Theorem 4.4.2, if an adversarial receiver leatkgys, she learns exactly one
key per(k?, k}) pair. Suppose she learh¥, ..., k', wherey, € {0,1} fori € [0..0—1]
and there exist at least opiesuch thatr; # y;. Therefore > /! 1,2 # 32070 4,2 = x.
Under the DDH assumption, the adversary knows the privags &erresponding to the
ElGamal public keys<?°, ... K/*~*; thus she knows; for eachi € [0..¢ — 1] such that

g¥ihti = ¢;. As
TI.T /-1 % — . . i tf*l 9 lf*l 9t
g*h" =c=[]Sy(e:)* = Hi:é (g¥ih')? = g2io¥iZ p2izo 2 = VRt

/—

1=

wherey denotesy '_ ;2! andt denotesy '} ,2' (mod ¢), the receiver knows;, r,
y, andt such thatg”h” = g¢¥h'. The receiver can efficiently computeg,(h), which

contradicts the DL assumption. [ ]
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In the CIOT protocol, a malicious receiver may learn the isghait do not correspond
to bits of her committect. However, in this case, she cannot learn a key for every input
wire of the circuit. Therefore in this case she cannot comphu output of the scrambled

circuit.

45 The CIPPE Protocol

We now give the CIPPE protocol which follows Definition 4.2ahd specify what

each participant does in each step.

Protocol 4 (CIPPE Protocol) The CIPPE protocol involves a cliet, a serverS, and a

trustedCA, and has the following four phases:

CA Setup CA takes a security parameterand a setup parametefss input. CA runs
the Pedersen commitment setup algorithm to crBatems = (p, ¢, g, h) such that

2¢ < ¢, and sends it t@’ andS.

Client-CA Interaction C chooses: integerszy, ..., z, € [0..2° — 1] and sends them to
CA. For eachr;, 1 < i < n, CA picksr; €r Z, and computes the commitment

¢; = (¢**h" mod p). CA givesc; andr; to C, andc; to S.

Client-Server Setup S takes three parametefsn, m, and\ as input, and outputs the
family F of functions as defined in Section 4.3.sends the description ¢f to C,

then chooses a private functighe F.

Now S hascy,...,c,, andf. C' hascy,...,c,, x1,...,x,, @andry, ..., 7,.

Client-Server Interaction The steps are as follows.

1. Scrambling the circuit:S constructs a circuit that computes the functfoasing the
technique described in Section 4.3, then scrambles thatifkcgives the scrambled

circuitto C.
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2. Committing the outputlet wire w; denote the unique output wire of the scram-
bled circuit, and(k?, k}) denote the corresponding keys of. S sends(n, =
By [0°] i1 = E [17]) 1o C.

3. Coding the input:For eachr; wherel < i < n, there are/ corresponding input
wires in the scrambled circuit” and.S run the CIOT protocol in whicll inputs
x;, T, ande;; and S inputs¢; and ¢ pairs of keys that correspond to tiienput
wires. In the end of this sted, learns one key per input wire; furthermore, each

key corresponds to a bit ii's committed input.

4. Evaluating the circuit:After Step 3,C possesses enough information to evaluate the
scrambled circuit independently.’ evaluates the circuit and obtaiksthe key of
the output wire. Recall that receivesn,, n;) from S in step 2, tries to decryptyy
andn; using keyk. If C fails in decrypting both of them, she outpuwsand aborts;
this happens only whe#i intentionally misbehaves. ' succeeds in decrypting,
and get9)?, she outputs 0. Otherwise,f succeeds in decrypting and getsl?,

she outputs 1.

5. Notifying the result:C' sendsk to S, enablingS to output0 if £ = k¥ and outputl
if bk =k

The purpose of committing the output in step 2 is to achiegddhiness of the compu-
tation. The client and server neéd/n) modular exponentiation and(¢mlogn + Am)
symmetric key encryptions. More precisely, the server aegdund2/n modular expo-
nentiation and the client needs aroutfsh modular exponentiation, both the client and
server need16 logn + 40)¢m + 8 \m symmetric key encryptions.

The CIPPE protocol is complete in the sense that if lio#ndS follow the protocol,

C will get proper keys of the input wires, and will be able tolexe the scrambled circuit
correctly. We now briefly discuss the security propertieswf CIPPE protocol and the

intuitions underlying these properties.
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e The CIPPE protocol is secure against honest-but-curiousraaies. This property
follows from the fact that the scrambled circuit protocasécure in the honest-but-

curious model [23].

An honest-but-curious server cannot learn any informagioout a client’s private
input, as the server is not able to obtain any informatioruabiee client's commit-
ted values from the CIOT protocol. An honest-but-curiousrdlicannot learn any
information about the a server’s private functipnbecause the client learns only

the topology of the circuit which is public information.

e The CIPPE protocol is secure against weak-honest advess&sene described in
Chapter 4.4, for the client to evaluate the scrambled cirthatclient has to get one
input value for each of her input wires to the circuit. Furthere, if the client gets
an input value for each of the input wires, these input valuest correspond to
her committed attribute values. Therefore, the client caither learn the server’s
private functionf nor change the result of the computation, as long as therserve

follows the protocol.

A weak-honest server cannot build a circuit that has diffetepology than ex-
pected, because the client can detect such deviant belawiadiately. The server
can build a circuit that computes a function other thfarwe denote the function
computed by the circuit ag’. Becausef is the server’s private input, it is essen-
tially same as if the server inpujs instead off. In other words, such adversarial
behavior in the real model can be simulated by the execufionraputingf’ in the

ideal model.

e The CIPPE protocol is secure against a malicious client. Kewe malicious
server may learn (at most) one extra bit of information. Téeer can do this by
constructing a scrambled circuit that would fail for soméhef client’s input. While
executing step 4 of Protocol 2, the client may fail duringekieluation of the circuit
or fail to decryptr, andn,. At the end of the protocol, the client may serd, (k}),

or nothing to the server. Thus the server can classify tlentd input into one of
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three subsets determined by the circuit. When the servemiedtpthe server can
classify the client’s input into only two subsets. In othesrds, a malicious server
may learn at most one bit of extra information. However, fien¢would know that

the server has cheated when the circuit evaluation fails.

In the example scenario we consider, if the bank is deteatduetdishonest by
Alice, the bank’s reputation may suffer. This small extrangaoes not seem to
warrant such malicious behavior in the kind of electronimoterce scenarios we

consider.
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5 APRIVACY-PRESERVING TRUST NEGOTIATION PROTOCOL

In traditional trust negotiation [7, 8,11, 12, 65, 66] thdian of sensitive credential pro-
tection has been well studied. In these schemes, eachigemse¢dential has an access
control policy — a credential is used (or revealed) only whenother party satisfies the
policy for that credential. This does not prevent sensitiredential leakage, but it does
allow the user to control the potential leakage of her crédin The privacy-preserving
attribute-based access control schemes in [22,67, 68]ra@tdapter 4 did not reveal cre-
dentials but could not handle policies for credentials,(tteey dealt with the easier special
case where each credential’s access control policy wasditemally “true”). This work

is the first to combine the techniques for privacy-preseraocess control with the notion
of policies for sensitive credentials. These credentisitigs have to be considered sensi-
tive as well, because otherwise the server (or client) camegde system in many ways.
For example, if the client knows the access control politishe server’s credentials
then she will know the path of least resistance to unlockagetredentials and thus she
will be able to probe more easily.

We organize this chapter as follows. We begin with a detadlestription of our con-
tributions in Section 5.1. We review trust negotiation angjpose a new definition of trust
negotiation that supports policy cycles in Section 5.2. i\ formally introduce our ap-
proach to trust negotiation in Section 5.3. We present ootoppl for privacy-preserving
trust negotiation in Section 5.4. We give efficiency impnoeats for our base scheme in

section 5.5. Finally, we give a sketch of the proof of seguntSection 5.6.

5.1 Our Contributions

We introduce a protocol for privacy-preserving trust negain, where the client and

server each input a set of credentials along with an accegsotpolicy for each of their
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credentials. The protocol determines the set of usablesaoteds between the client and
the server, and then will process the resource or servicgestased on the client’'s
usable credentials. A credentialusableif its access control policy has been satisfied by
the other party. Our protocol is complicated by the fact:tkiY the policies for sensitive
credentials may themselves be sensitive and thereforeota@enrevealed, (2) the client
should not learn information about which of her credent@ithe server’s credentials
are usable, and (3) the server should not learn informatonitawvhich of his credentials
or the client’'s credentials are usable. The rationale fquirement (1) was given in the
previous section. Requirements (2) and (3) are because,cfimt or server were to learn
which of its credentials are usable, then this would reveaknmformation about the other
party’s credential set and thus facilitate probing attadkee technical contributions of this

chapter include:

1. We develop a new privacy-preserving trust negotiatiamtqmol and several novel
cryptographic protocols for carrying it out. One of the dbiadjes is the distinction
between having a credential and being able to use that drademhen its access
control policy has been satisfied), while requiring thatt“having” a credential be

indistinguishable from “having but being unable to use” edemtial.

2. We propose &verse eager trust negotiation strate@ienoted as RE strategy) that
handles arbitrary policy cycles, whereas the existingitiaehl trust-negotiation
strategies (such as the eager strategy [7]) are inheremdlyle to handle such cycles

(even if these strategies were properly implemented inftarmework).

5.2 Trust Negotiation: Review and Discussion

In trust negotiation [7-9,11,12,65,66], the disclosura ofedentiak is controlled by
an access control poligy, that specifies the prerequisite conditions that must befeati
in order for credentiat to be disclosed. Typically, the prerequisite conditioressaset of
credentials” C C, whereC is the set of all credentials. As in [7,8,11, 65, 66], the giek

in this chapter are modeled using propositional formulaschEpolicyp, takes the form
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s« ¢g(cy, ..., cr)Whereey, . .. ¢, € Candeg(cy, . . ., ) is anormal formula consisting
of literals¢;, the Boolean operators and A, and parentheses (if needed). In this chapter,
s is referred to as the target pf, and¢(cy, . .., ¢x) is referred to as the policy function
of p,.

Given a set of credentials’ C C and a policy functionys(cy, ..., cx), we denote
¢s(C") as the value of the normal formula (x4, ..., zx) wherez; = 1 if and only if
¢; € C' (otherwisezr; = 0). For example, iths = (c1 A ¢2) V c3, thengg({c1, c2,¢c4}) = 1
and¢s({c1,cq4}) = 0. Policy p; is satisfiedby a set of credential§’ C C if and only if
¢s(C") = 1. During trust negotiation, one can disclose credestiaiky;(C') = 1 whereC’
is the set of credentials that she has received from the ptréy.

A trust negotiation protocol is normally initiated by a citerequesting a resource
from a server. The negotiation consists of a sequence otnted exchanges. Trust
is established if the initially requested resource is grdraénd all policies for disclosed
credentials are satisfied [7, 65]. In this case, the negmtiditetween the client and server
is asuccessfuhegotiation, and otherwise, it isfailed negotiation. We give the formal

definition for traditional trust negotiation as follows:

Definition 5.2.1 (Traditional Trust Negotiation) LetCs andPs (Cc andP¢) be the sets
of credentials and policies possessed by a negotiatingeséclient). The negotiation is
initiated by a request fos € Cs ! from the client. The goal of trust negotiation is to find
a credential disclosure sequengs,...,c, = s), wherec; € Cs U C¢, and such that
for eachc;, 1 < i < n, the policy forg; is satisfied by the credentials already disclosed,
i.e., ¢, (U;-;c;) = 1. If the client and server find a credential disclosure segegithe

negotiation succeeds, otherwise, it fails.

The sequence of disclosed credentials depends on theatecsi each party; these
decisions are referred to as a strategy. A strategy conttulsh credentials are disclosed,
when to disclose them, and when to terminate a negotiati6h [&everal negotiation

strategies are proposed in [7, 65, 66]. For example, in tigerestrategy [7], two parties

IFor simplicity, we model service as a credential. In order to obtainthe client has to have credentials
that satisfyp,.
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take turns disclosing a credential to the other side as sedheaaccess control policy
for that credential is satisfied. Each negotiator iterdfivexecutes the pseudo-code in
Figure 5.1. The negotiation succeedss ibppears in the output.¢., s € M), and it
fails if the size of the credential disclosure sequence do¢sncrement after one round
of execution (e, M = (). Note that any negotiation using the eager strategy takes a
mostmin(ng, nc) rounds, wherevg andnc are the sizes afg andC, respectively. The

following is an example of trust negotiation using the eajeategy.

eager-strategy(D,C, P, s)
D = {c,...,c}: the credential disclosure sequence.
C: the local credentials of this party.
‘P: the local policies of this party.
s: the service to which access was originally requested.
Output
M: the set of new released credentials.
Pre-condition
s has not been disclosed.
Procedure
M = 10;
For each credential e C
let ¢’s policy bep,. : ¢ — ¢,;
if (D) =1, thenM = M U {c};
M=M-"D;
return M.

Figure 5.1. Pseudocode for the eager strategy
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Example 3 Suppose the client and server have the following policies:

Client Server

Dey 2 C1 — 81 p513<—C5\/(02/\C4)
Pey : C2 < Sa A\ S3 Ps; - S1 ¢ Ca

Des - C3 < S1V 52 Psy = S2 < C1

DPey + C4 < true Dsy & S3 < true

wheres denotes the server’s servic, s1, s2, s3} denote the set of server’s credentials,
{c1, 2, c3,¢4} denotes the set of the client’s credentials. Using the estyategy, the
client begins by revealing credential, as the policy function for, is true (thus it is
trivially satisfied). The server then discloses(which can be revealed freely) and
(which requires the earlier receipt of). The exchange of credentials continues as the
final disclosure sequence{s,, s1, s3, c1, ¢s, S2, ¢2, s}. Note that all policies for disclosed

credentials have been satisfied.

Although the cryptographic contributions of this chaptelt make it possible to im-
plement the eager strategy in the framework considered,on@t pursue this approach
because it fails to handle policy cycles. In fact, if thera olicy cycle, the trust negotia-
tion will fail under Definition 1. We now propose a new defiaitiof trust negotiation that

supports policy cycles.

Definition 5.2.2 (Cycle-Tolerant Trust Negotiation) LetCs andPs (Cc andP¢) be the
sets of credentials and policies possessed by a negotisgingr (client). The negotiation
is initiated by a request fas € Cs from the client. The negotiation between the client and
server succeeds if there exists usable credentialgets Cs andi/- C C. for the server
and client respectively, such that (1) Us, (2) Ve € Us, ¢.(Uc) = 1, and (3)Ve € Ue,

¢.(Us) = 1. Otherwise, the negotiation fails.

Note that the above definition allows for many possililel(s solution pairs, and does
not capture any notion of minimality for such pairs: Someusoh pair may be a proper

subset of some other pair, and either of them is considersgptable. This is fine in the
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framework of this chapter, because at the end of the negwotiabthing is revealed about
the specifid{-,Us pair, i.e., neither party can distinguish which pair wagpoesible for
access or whether that pair was minimal or dbtlso implies that the trust negotiation
strategy we design need not make any particular effort atizgrm on a particular pair

(e.g., a minimal one)

Example 4 Suppose the client and server have the following policies:

Client Server

Pey 1 C1 < So Ps: S c5V(caAcy)
Dey = C2 < Sa N\ S3 Ps; - 81 < Cg

Pes  C3 < Sg Psy - S2 < C1

Pey - Cq < true Psy - 83 < C4

wheres denotes the server’s servicg, s1, 2, s3} denote the set of server’s credentials,
{c1, 2, c3, ¢4} denotes the set of the client’s credentials. Under Defimilipthe negotia-
tion between the client and server would fail as there is &ypalcle betweer; ands,,
and there exists no credential disclosure sequence ending wHowever, under Defin-
ition 2, the negotiation succeeds,#s = {ci, c2, ¢4} andUs = {s, s9, s3} is a solution

pair.

If the trust negotiation between the client and server cacesed in Definition 1, it
will also succeed in Definition 2. L&t be the set of credentials in the final credential
disclosure sequence in Definition 1, thEem C is a usable credential set for the client
andUNCy is a usable credential set for the server such that theserédetial sets satisfy
the definition in Definition 2. However, it is not vice-vershat is, success of negotiation
in Definition 2 does not imply negotiation success in Defamtll .9, see Example 4).
In the next section, we describe a reverse eager (RE) strdtagefficiently determines
whether the negotiation can succeed (under Definition 2rgiv, Ps, Co, andPes. Then,
we will give a privacy-preserving trust negotiation pratbthat securely implements the
RE strategywithoutrevealingCs andPs to the client andvithoutrevealingC. andP to

the server.
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5.3 Our Approach

We begin this section with an intuitive, informal preseitt@aiof our approach. The ea-
ger strategy for trust negotiations can be thought of as bff@rogressively incrementing
the usable set”: The set of usable credentials is initisdlytg the unconditionally usable
credentials, and each iteration adds to it credentialshthe¢ just (in that iteration) be-
come known to be usable. Itis, in other words, a conservapggoach, whose motto is
thata credential is not usable unless proved otherwiEle iterative process stops when
no more credentials are added to the usable set. This catisemof the eager approach
is also why using that strategy would lead us to deadlock afesy Our overall strategy
is the opposite, and can be viewed as a “reverse eager”gtratatially all credentials
are temporarily considered to be usable, and each iterdéioreaseghe set of usable cre-
dentials (of course the decrease is achieved implicithgssoot to violate privacy — more
on these implementation details is given in the next sertibiote that, because of the
“optimism” of the RE strategy (in that a credential is tentally usable, until proven oth-
erwise), cycles no longer cause a problem, because a &efbrcing” cycle’s credentials
will remain usable (whereas it deadlocked in the eageregfyat This RE strategy (the
details of which are given later) is made possible by thetfaaitwe carry out the iterative
process in a doubly blinded form, so thagither party learns anythin¢not only about
the other party’s credentials, but also about their usecigslifor these credentials). The
RE strategy and blinded evaluations work hand in hand: Thadois useless without the
latter, and it should not be used outside of this particukankwork. Note that because the
credentials and policies are blinded, it is acceptabletferRE strategy to find maximal
usable credential sets rather than minimum ones.

The rest of this section gives a more precise presentatidirdtyntroducing the no-
tation that will be used throughout the rest of the chapkem tdefining our problem and

giving a more detailed overview of our approach.
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5.3.1 Notation and Definitions

Before describing the details of our approach, it is necgssagive a more formal

notation than the intuitive terminology of the previoustgsat

e We uses to denote the server’s service or resource that the cligpiests. Without

loss of generality, we modelas a credential.

e We useC. (resp.Cs) to denote the set of the client’s (resp., the server’s)dmdcte-
dentials. We use- andng to denote the size @f- andCg, respectively. Referring

to Example 4Cc = {c1, ¢o, ¢35, ¢4} andng = 4.
o We useP. (resp.,Ps) to denote the set of the client’s (resp., server’s) pddicie

e We useR(p;) to denote the set of credentials relevant to (i.e., that appg the
policy function of the policyp;. For example, if the policy function fqs; takes the

form of ¢;(c1, ..., cx), thenR(p;) = {c1, ..., ek}

e We useR(P¢) (resp. R(Ps)) to denote the union of all th&(p;)’s over all p;
in Pc (resp. Ps), i.e, R(Pc) = Upiepc R(p;). We usem¢ andmg to denote
the size of R(P-) and R(Ps), respectively. Referring to Example &(Ps) =

{c1,¢2,¢4,c5,c6} @andmg = 5.

o We usdi. (resp.ls) to denote the set of the client’s (resp., the server’s)emédls
whose policiesare presumed to have been satisf(ed., these are the currently-
believed usable credentials); as stated earlier, thesenslétlecrease from one it-
eration to another. Initiallyl/- = C- andUs = Cg, and throughout the iterative

process we havid: C Cc andUs C Cs.

5.3.2 Problem Definition

The goal of this chapter is to develop a solution such thatlieaet and server are able

to learn whether trust can be established without eitheypavealing to the other party
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anything about their own private credentials and policabé€r than, unavoidably, what
can be deduced from the computed answer). We formaliz@riliacy-preserving trust

negotiationproblem as follows.

Problem 2 The server input€s andPs and the client input€¢, Pc, and a request for
the server’s service. In the end, both the client and server learn whether thatdie
access ta can be granted based on their credentials and policiesputitievealing their

sensitive credentials and policies to the other party. heotords, they want to know
whether the trust negotiation between the client and sesweceeds under Definition 2

without leaking other information, except faf, ng, mc, andmsg.

Having stated the problem, we will now discuss the infororatievealed by the pro-
tocol. The valuesi- andng reveal the number of credentials that the client and server
respectively have and the values: andmg reveal the size of all policies for all creden-
tials for the client and the server. We do not view this as &dlgm because the parties can
pad their list or their policies with dummy credentials. WWnnlist the security properties

required of a solution (a more detailed version is given ictia 5.6).

1. Correctness If trust can be successfully negotiated, then both thexthad server

should outputrue with overwhelming probability if they follow the protocol.

2. Robustness against malicious adversaridthe trust negotiation fails, then both
the client and server should outffatse even if one of the participants is malicious

(i.e., behaves arbitrarily) with overwhelming probability.

3. Privacy-preservation The client and server should not learn anything about the
other party’s private input (credentials and policies)rdeirmediate results (usable
credential sets), other than what can be deduced from thao/esitcome of the

negotiation.
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5.3.3 Overview of Our Approach

As described earlier, our overall strategy for privacysgr@ing trust negotiation is
the RE strategy. During each round of the RE strategy, a negobandly (i.e., without
actually learning the outcome) checks which of their presghusable local credentials
are in fact not usable (according to whether the policy fdras ceased to be satisfied
based on the the new presumed-usable credential set ofttbe mdrty). After this, the
negotiator blindly decreases their own local presumedbaseredential set accordingly.
Recall that we uséf- (U/s) to denote the set of the client’s (server’s) credentiads #re
presumed usableg., at a particular stage of the iterative process, for eactietrigal in
Uc (Us), the corresponding usability policy is currently satigdf{although it may cease to

be so in a future iteration). We present the RE strategy inrEigL2.

reverse-eager-strategy (C, P, Up)
C: the local credentials of this party.
P: the local policies of this party.
Uo: the credentials used by the other party.
Output
U: the local credentials that can be used|
Procedure
Uu=_c,
For each credential € C
let ¢’'s policy bep,. : ¢ «— ¢;
if ¢.(Uo) =0, thend =U — {c};
returnif.

Figure 5.2. Pseudocode for the RE strategy

Our approach to privacy-preserving trust negotiation isrtplement the RE strategy
in a secure way. We give the high-level description of outqeol in Figure 5.3. In it,
the server first initialized{s. Then the client and server run a secure version of the RE

strategy protocol to updaté. andi{s iteratively forn rounds, where: = min(n¢, ng)
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(recall that the trust negotiation using the eager strataggs at most rounds). In the

end, ifs € Us (i.e., s can be used), the negotiation succeeds, otherwise, it fails

privacy-preserving-trust-negotiation(s, C¢, Pc, Cs, Ps)
Output
true or false
Procedure
Initialize Us;
Fori=1,... , min(ng,ng)
Uc = reverse-eager-strategy (Ceo, Po,Us);
Us = reverse-eager-strategy (Cs, Ps, Uc);
If s € Ug, outputtrue, otherwise, outpufalse.

Figure 5.3. High-level description of privacy-preservingst negotiation

Clearly,U- andi/s should not be known to either the client or the server. Tiuand
Us need to be maintained in such a way that the valué#-odndi/s: (1) are unknown
to the client and server and (2) cannot be modified by a makc@ient or server. We
maintaini/. in the following split way: For each € C, the client generates two random
numbersr.[0] andr.[1], and the server learns one of them, denoted.adf ¢ € U,
thenr. = r[1], otherwiser. = r.[0]. The client does not learn which value the server
obtains, and so by splitting in this way, the client does not leat#y-. Furthermore,
the server does not learn anything abldyt as the values he obtains from the client look
random to him. We maintaifts in an analogous way. Our protocol will keep this form of
splitting as an invariant through all its steps. This doeissodve all privacy problems of

the negotiation, but it will be one of the guiding principl&sour protocol.

5.3.4 Proof of RE Strategy

We now provide a proof of the correctness of the RE strategyrist negotiations.
That is, we prove that at the end of the RE negotiation evensaine credential has

been marked as such (the other credentials correctly réttaininitial label of “usable”).
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So not only does RE not produce a minimal usable credentigbaeC,Cs, in fact
it will produce a maximal pair in the sense that every creidéifivhether essential or
not) is kept usable unless marked otherwise. As statedegatttis is justified by the
indistinguishability to either party of any two solutionipg

Throughout this section, we usg ;, X € {C, S}, to denote the usable credential set
of the client (if X = C') or of the server (itX' = S) after iteration: of the RE negotiation
has completed. We ugk , to denote the initial (prior to iteration 1) usable credalsit
(which equal€x). We useX to denote{C, S} — X.

LettingC(X') denote the correct usable credentialsXgrour goal is therefore to prove
that, after the last iteratioiof the RE negotiation, we hak ; = C(X) andCx ; = C(X).
Note thatCx; = fx(Cx,-1,Cx,_1) for some monotonic functioriy. (Although in fact
Cx, depends only ol ; ; and not onCx ;_,, it does no harm to give a more general
proof, as we do below, for the case when it can depend on both.)

The next lemma proves the intuitive fact that an iterati@annot cause an unusable

credential to become usable.
Lemmal Cx,; CCx,;_1,fori=1,2,....

Proof By induction oni. For the basis of the induction,= 1, the claim trivially holds
because, prior to iteration 1, all the credentials of eadtypare in their initial usable
setCx,. Fori = 2, the claim also holds becau€g ; C Cx, Cx2 = fx(Cx1,Cx1),
andCx1 = fx(Cxyp,Cx,), thus we hav€x, C Cx;. We now turn our attention to the

inductive stepj > 1. Observe that

1. during iteration, Cx ; is computed based @ ;,_; andCx,; ;,i.€..Cx; = fx(Cx i1,
Cxi1):

2. during iteration — 1, Cx ;1 is computed based @t ;_» andCx ; 5, 1.e.,Cxi_1 =
Ix(Cx,i—2,Cx i 9);

3. by the induction hypothesis we haWg; _; C Cx;_2, andCx, 1 € Cg,; »
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The above facts (1), (2), and (3), together with the monafonof the functionfy,
Imply thathﬂ' - CX,i—l- |

A corollary of the above lemma is that, to prove the correstngf RE, it suffices to
show that for every credential of party X, c is unusable if and only if there is some
iteration: after whichc ¢ Cx ;. The next lemma proves the “if” part. Recall ti&tX)

denote the correct usable credentialsXar
Lemma 2 For everyi, we haveC(X) C Cx ;.

Proof By induction oni. The basis; = 0, is trivial becaus€x o = Cx. For the inductive
step,i > 0, we assume that credentialvas removed by iteration(i.e., thatc € Cx ;1

andc ¢ Cx ), and we show that it must then be the case ¢iaC (X ). Observe that
1. c¢ fx(Cxi-1,Cxi1);
2. by the induction hypothesis, we ha@eX) C Cx,;_; andC(X) C Cxi1-

The above (1) and (2), together with the monotonicity of imply thatc ¢ fx (C(X),

C(X)), i.e., thate ¢ C(X). n

The above lemma proved that everyemoved by the RE negotiation deserves to be
removed (the “if” part). To complete the proof, we need toverthe “only if” part: That
every unusable credential will eventually be marked as sydime RE negotiation. That
is, we need to prove that everyZ C(X) will, for somei, be removed by iteration This

is proved in the next lemma.
Lemma 3 For everyc ¢ C(X), there is an iterationi for whichc € Cx;_; andc ¢ Cx ;.
Proof For every credential, let thelevelof ¢ be defined as follows:

e If cis unconditionally usable thdavel(c) = 1.

e If the usability policy forc is p. thenlevel(c) = 1 + max{level(v) : v € R(p.)}.

(Recall thatR(p..) is the set of credentials relevant to poligy)
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We claim that a credential ¢ C(X) is removed after at mogtvel(c) iterations, i.e.,
that for somei < level(c) we havec € Cx,_; andc ¢ Cx,;. This is established by a

straightforward induction ofevel(c), whose details we omit. u

5.4 Protocol for Privacy-Preserving Trust Negotiation

5.4.1 Building Blocks

We now describe two building blocks, one for blinded poliggleation, the other for
equality test for array elements. These building blockslaiér be used in the secure RE

strategy protocol.

Blinded policy evaluation

The goal of the blinded policy evaluation is for Bob to evaduatice’s policy without
learning her policy. Alice should learn nothing about Bolmiput nor the output of the

evaluation. We define the input and output for this blindelitg@valuation in Figure 5.4.

Input: Alice has a private policy function : {0,1}* — {0, 1}, two random
numberst, andt,, andk pairs of values{r,[0], 7 [1]}, ..., {r[0], 7c[1]}.
Bob hask valuesr, ..., r, wherer; € {r;[0],r;[1]}.

Output: Bob Iearnsﬁ¢ ? ? . Alice learns nothing.

(ri=r1[1],...;re=rg[1])

Figure 5.4. Input and output of blinded policy evaluation

The protocol for blinded policy evaluation was given in [68]. In most cases, it
requires a polynomial amount of communication, and worksaftamily of policy func-

tions.
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Equality test for array elements

In an equality test for array elements, Alice has a privatayafz, . . ., x,) and Bob
has a private arrayyy, ..., y,). They want to learn whether there exists an indexch
thatz; = y;. The result of the equality test is known to neither Alice Bob. We define

the input and output for this protocol in Figure 5.5.

Input: Bob has n values (yi,vs,...,y,).  Alice has n values
(1,9, ..., x,) and has two random numbegsandt;.

Output: Bob learns, if and only if thered i € [1..n] such that; = y;,
and learng, otherwise. Alice learns nothing.

Figure 5.5. Input and output of equality test for array elatae

This equality test can be implemented by a scrambled ciemgituation protocol [23,
51]. The protocol require®(p*n) communication and computation, wherés the maxi-
mum bit-length of each; andy; or the security parameter (whichever is larger). We give
an efficiency improvement that reduces that communicathcamputation requirement

to O(pn) (that is of independent interest) in Section 5.5.

5.4.2 Secure RE Strategy Protocol

The goal of the secure RE strategy protocol is to securelyampht the RE strat-
egy in Figure 5.2. We denote the participants of this prdtbgcAlice and Bob, where
Alice is either the client or the server and Bob is the oppasite. In this section, we in-
troduce a protocol to computecure-reverse-eager-strategy(Ca, Pa, Cp,Up) (the items
subscripted by4 are Alice’s values and those subscripted/®yre Bob’s values), where
the output id4, in the split-form described earlier. The careful reader matyce a dis-
crepancy between this and the RE strategy defined earliee tRat in this caséf rep-

resents an array of Boolean values marking which crederaralsisable, whereas in the
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previous case it represented the actual credentials. Aentidic of Alice’s is not usable

if Bob’s usable credentials do not satisfy Alice’s usabiptylicy for c.
Protocol 5 (Secure RE Strategy Protocol)The protocol details are given as follows.

Input Bob inputs: (1) a set of credentialsgz, which we denote by, ..., b, and (2) his
share ofi/z, which we denote by ordered paifs?[0], rP[1]), ..., (r2[0], 72[1]).
Alice inputs: (1) a set of credentialS,,, which we denote by, ..., a.,, (2) a set
of policies for these credential®),, which we denote by, ..., p,., and (3) her
share o/, which we denote by?[d?], ... rB[d?] (noted? is 1 if Bob can usé;

and is 0 otherwise).

Output Alice learns her share of the updatefd which is denoted by ordered pairs
(r0], r1]), ..., (rA[0],72[1]). Bob learns his share of the updated which

m Y'm

is denoted by-[d], ..., r[d4], whered? = p;(Uz).
Protocol Steps The steps are as follows.

1. Determine which credentials in Alice’s policies Bob has aad use Suppose
that the credentials iR(P,4) arecy, ..., c,. Alice randomly generates or-
dered pairs:(t1[0], t1[1]), . .., (¢x[0], tx[1]). For each credential, Alice and

Bob engage in the following steps:

(@) Alice picks a random number, and sendsn = I(z,c¢;), the ldentity-

Based Encryption (IBE) of based on the hidden credentiglto Bob.

(b) Bob decryptsn using each of his hidden credentials, and obtdins. .,
d,, whered; = I7Y(m, ;).

(c) Alice creates a vectat, = (x +rP[dP],... z+rPB[dP]) and Bob creates
a vectord, = (di + rP[1],...,d, + rZ[1]). Alice and Bob engage in
an equality test protocol for array elements where they el their
own array and Alice inputs [0] andt;[1]. At the end of the protocol, Bob
obtainst;[z;]. Note thatz; is 1 if and only ifc; € Up and Bob hag; (that

is Bob can use the credential and he actually has it) and isédwite.
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2. ComputdA,: For each credential;, Alice and Bob engage in the following

steps:

(a) Alice randomly generates an ordered gagt[0], 7/[1]).

(b) Alice and Bob securely evaluatgusing blinded policy evaluation. Alice
inputs p;, (r2[0], rA[1]), {(t1[0], t1[1]), . . ., (t£]0], tx[1])} and Bob inputs
{t1[x1],...,tx[x1]}. Atthe end of the protocol Bob obtaing [d4!].

3. Alice and Bob producg/,: Alice learns(r{*[0], 7{1[1]), ..., (r[0],72[1]) and

Bob learns-1[dfl], ..., rit[dA]

Intuition of Correctness/Security: In Step 1 of the protocol, Bob will leamj[1] if he has
credential; and he can use it, and otherwise he leafftg. Note that these values were
generated by Alice. The first part of this (i.e., Bob lagss captured by the value; that
is, Bob is able to obtain if and only if he has:;. Furthermore, if Bob’s credentia} is
¢;, thend; = x in Step 1b. The second part of this (i.e., Bob can¢sses captured by the
setlp; that is, Alice will haver?[1] if Bob can use; can she will have ?[0] otherwise.
Putting these pieces together implies thigtéqualsc; and Bob can usg;” if and only if
x4+ rPdP] = d; +rP[1]. Thus the equality test for array elements protocol conpiite
desired value.

In Step 2 of the protocol Alice and Bob learn their shareld gfthat is Alice will learn
a pair(r[0], 7#[1]) and Bob will learn/[1] if and only if Alice can use credential and
he will learnr#[0] otherwise. Note that Alice can use credentiabnly if Bob's usable
credential (computed in Step 1) satisfies Alice’s policy dar However, this is exactly

what the blinded policy evaluation in Step 2 does.
Proof of Correctness/Security: A more detailed proof sketch is given in Section 5.6.

Cost analysisSteps 1(a)-1(c) are performédimes. Step 1(c) require8(np?) (wherep
is a security parameter) communication. Thus Step 1 regGiténp®) communication,
but this can be reduced t0(knp) if the protocol in Section 5.5.1 is used for Step 1(c).

Assuming that the policies can be computed with circuit$ éina linear in the number of
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credentials, Step 2 requir€§mkp) communication. Now is m 4, n isng, andm isn 4,
and so this protocol require3(mp(na + np)) communication (assuming policies can

be computed by a circuit of size linear in the number of bittheir inputs).

5.4.3 Privacy-Preserving Trust Negotiation Protocol

We now “put the pieces together” and give the overall protémoprivacy-preserving

trust negotiation.

Protocol 6 (Privacy-Preserving Trust Negotiation Protocd) We now describe the pro-

tocol as follows.

Input The client has~ andP.. The server ha€s (call these credentials, . .., s,)

andPs. Furthermores; is the service that the client requested.

Output If the trust negotiation between the client and server cagexed, then both the

client and server outputue, otherwise, they outputlse.

Protocol Steps The steps are as follows.

1. Initialize Us. For each credential; € Cg, the server picks two random num-
bers{r?[0],77[1]}. The server sends’[1] to the client. The client calls this
valuers [z,

2. Fori =1,...,min(ng,ng):

(&) The client and server run the secure RE strategy protoaitainl/c =
secure-reverse-eager-strategy(Cc, Pc, Cs,Us) in split form.

(b) The server and client run the secure RE protocol to oldfain- secure-

reverse-eager-strategy(Cs, Ps, Co,Uc) in split form.

3. Output result.To determine whether; € Us, the server sends a hashrgf1]
to the client. The client checks if the hashv¢fz,] matches this value; if it is

a match then the client proves this to the server by sendipg] to the server
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(and both parties outptitue), and if it is not a match the client terminates the

protocol (and both parties outpfatse).

Intuition of Correctness/Security: In Step 1 of the protocol, the server sets its set of
usable credentials to all of its credentials (recall that RE strategy protocol assumes
everything is usable initially and that things are removed this set).

In Step 2 of the protocol, the client and the server take tupdating their usable
credential sets based on the other party’s usable set. Oseeaeases to change then
the usable sets will cease changing and we will have compghbtedaximal usable cre-
dential set. Note that since we are assuming monotonicipslitis will take at most
min{n¢, ng} rounds to compute this set.

Finally, as we model the service as a credentiathe client will have-;[1] after Step

3ifand only if s; is in thelds.
Proof of Correctness/Security:A more detailed proof sketch is given in Section 5.6.

Cost analysisStep 2 of the protocol is executedin{n, ns} (call this valuen) times.
An individual execution require@(p(mc¢ + ms)(nc + ns)) communication and thus the

protocol require® (np(me + ms)(ne + ng)) communication.

5.5 Efficiency Improvements

5.5.1 A More Efficient Equality Test for Array Elements

In this section, we introduce a more efficient protocol fag #quality test for array
elements. This protocol is related to the protocol propdseld 0] for secure set intersec-
tion. Note that this protocol requires only(np + p?) communication (instead @b (np?)

communication). We give the proof sketch of correctnesssaedrity in Section 5.6.

Protocol 7 (Secure Equality Test Protocol for Array Elements) The input and output

of this protocol can be found in Figure 5.5. The protocol stege as follows.
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. Alice and Bob both choose semantically secure homomomatgcyption schemes

E 4 andE' that share a modulu®/ and exchange public parameters.

. Alice creates a polynomid? that encodes the values where the constant coeffi-
cient is1 (which can be done since this arithmetic is modular). In otherds she
finds a polynomialP(x) = n,2" + 1, 12" ' + - -+ + max + 1 whereP(xz;) = 0 for

all z;. She sends to BoB4(n,,), ..., Ea(n).

. Bob chooses a valug; uniformly from Z},. For eachy;, Bob chooses a valug; ;
uniformly from 23}, and he computed4(P(vy;))) " Ea(kp+y:) = Ea(qpiP(yi)+
kp+y;) (call this valueF 4 («;)). Bob sends to Alicé (o), . .., Ea(ay), Ep(kp).

. Alice decrypts the values to obtain, . . ., «,,. She then computes —«o;, ..., x, —
a,, She checks for duplicate values, and if there are duplicdteseplaces all extra
occurrences of a value by a random value. Alice chooses a ¥aluniformly from
Z3,. For each of the values, — a; she chooseg, ; uniformly from Z3, and then
she computesEs (kp)Ep(x; — ;)" Eg(ka)= Eg((x; + kg — @i)qa; + ka) (we
will call this value E5(3;)). Alice sends to BolEE(5,), ..., Eg(5,)-

. Bob decrypts the values to obtdin . . ., 5,. Bob then creates a polynomi@lthat
encodes these values where the constant coefficiéntmsother words Bob finds a
polynomialQ(x) = v, 2" + vy,_12" ' + - - - + y1x + 1 whereQ(3;) = 0 for all ;.
Bob sends to Alic&Zz(7V,), - - -, Es(71)-

. Alice chooses two valudsandg 4 uniformly from Z}, and compute&'s(Q(k)ga+

k) and sends this value to Bob.

. Bob decrypts this value to obtalr. Alice and Bob engage in a scrambled circuit
evaluation of an equality circuit where Alice is the generatith input %4 and she
sets the encodings for the output wiretgdor the negative encoding and tpfor

the positive encoding and Bob is the evaluator with injgut
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5.5.2 Reducing the Number of Rounds

A possible criticism of our protocol for trust negotiatianthat it require® (min{nc,
ng}) rounds. The RE strategy requires this many rounds in the was#, but in practice
it requires much less (it requires rounds proportional ®léngth of the longest policy
chain). Our protocol can be modified to stop as soon as thdauseddential sets cease
changing. However, this is not recommended as it would lealitianal information, and
this information allows for additional probing. For examplf the negotiation requires
5 rounds then both parties can deduce that the other party miesatisfy at least 4 of
their credentials. Thus, from a privacy standpoint termmngpafter the usable credential
sets cease changing is not a good idea. Another option imibthe number of rounds
to some reasonable constant. This does not have privacyeptepbut it could cause
the negotiation to succeed when credentials do not satdfgi@s. However, if there is
domain-specific knowledge that bounds the longest crealestiain, then this is a viable

option.

5.6 Security Proofs

We now discuss the security of our protocols. We first definatidimeant by security.

We then briefly sketch components of the proof of security.

5.6.1 Definition of Security

The security definition we use is similar to the standard rhfsden the secure multi-
party computation literature [26,53]. The security of otmtpcol is analyzed by compar-
ing what an adversary can do in our protocol against what aearadry can do in an ideal
implementation with a trusted oracle. Specifically, we wilbw our protocol is no worse
than this ideal model by showing that for any adversary inmadel there is an adversary
in the ideal model that is essentially equivalent. Thuséfidleal model is acceptable (in

terms of security), then our protocols must also be accéptab
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Defining the ideal model for private trust negotiation iskyi. First, the ideal model
has to be defined such that there are no “violations of sgtuhiat are achievable in this
ideal model; otherwise, there could be “violations of séguiin our protocols. Further-
more, the ideal model must be defined in such a way as to allefultsust negotiation to
take place; otherwise it and our protocols will not be uselllis is further complicated
by the fact that the RE strategy does not make sense in a naatepsietting (as one cannot
revoke knowledge from another party). Thus we define a fict#tienvironment where the
parties have "chronic amensia” about the other party’semédls. In such an environment
the RE strategy is plausible, and so our ideal model simuthteg€nvironment.

We now informally define an ideal model implementation of scineme. In the ideal
model the client send$: andP. to the trusted oracle, and the server sefgsPs, and
s to the oracle. We mode&P. and Pg as arbitrary PPT algorithms. These algorithms
will simulate the parties’ behavior during the RE strateghu3 these algorithms should
be viewed as control algorithms that: (1) define which créddénto use during each
round, (2) define the access control policies (which we madé&PT algorithms over the
other party’s currently usable credentials) for its cre@ds during each round, and (3)
can force the oracle to terminate. We stress that theseithlgsr cannot do the above
operations based upon the state of the negotiation. Form@ranimey cannot force the
oracle to terminate when a specific credential becomes bteusehe oracle will simulate
the RE strategy using the access control policies defineddiygaty’s control algorithm.
At the end of the negotiation the oracle will inform the cliend the server whether access

is granted.

5.6.2 Sketch of the Security Proof

We will now sketch part of the proof and we focus only on onec#fmeaspect of
the system. We focus on the secure reverse eager strategagronhich is the key
component of our system). We first show that if Alice is honsn Bob cannot influence

the outcome of the protocols so that he unrightfully keemsadi\lice’s credentials usable.
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Lemma 4 In the secure RE strategy protocol: If Alice is honest andratie protocol a
specific credentiad; (with policyp;) is ini/4, then Bob has a credential sét such that

pi(Cp) is true.

Proof (sketch) Because step 2 is done by SCE and Alice is an honestat@neoy
Lemma 5 all that we must show is that after step 1, Bob legfttsonly when he has
credentiak;. By way of contradiction, suppose Bob does not have credentiahd that
he learng;[1] in Step 1c. By Lemmas 6 and 7, Bob only leatyi$] when there is a match
in the arrays created by Alice and Bob in Step 1c. If there is &£imahen Bob must be
able to learnz with a non-negligible probability. In other words, Bob caarex from
I(x,c;) whereg; is a credential Bob does not have. This implies that he camtitive IBE
encryption with non-negligible probability, but this ceoadicts that the IBE encryption

scheme is secure. [

Lemma 5 In scrambled circuit evaluation: If the generator is honast the evaluator
learns at most one encoding for each input wire, then the edatdearns at most one

encoding for the output wire; furthermore this encoding is tlorrect value.

Proof We omitthe details of this lemma, but similar lemmas aremeslin the literature.

Lemma 6 In the circuit-version of the equality test for array elertserif Alice is honest,

Bob learnst; only when there is an indeéxsuch thate; = v;.

Proof Since Alice is the generator of the circuit and is honest, Bdbimput a set ofy
values and will learn; only when one of hig values matches one of Aliceisvalues (by

Lemma 5). [ ]

Lemma 7 In the new version of the equality test for array elementst{Se 5.5.1): If

Alice is honest, Bob learns only when there is an indexsuch thatz; = ;.

Proof By way of contradiction, suppose Bob learhsand there is no match in their

arrays. In Step 7 of the protocol Bob must know the valyby Lemma 5). Thus in Step
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5 of the protocol, Bob must be able to generate a non-zero polial of degree: that has
k4 as a root, but this implies he knowkg with non-negligible probability. This implies
that in Step 3, Bob can generate valugs. .., «,, such that there is an value that is
x; + kp. This implies Bob knows:; with non-negligible probability, and this implies that

there is a match in the arrays. [ ]

The above only shows one part of the proof. We must also shaiftAlice is honest,
Bob cannot learn whether he made a specific credential udableap force a credential
to be unusable, but this has limited impact). Furthermom nwst show that if Bob is
honest that Alice does not learn which of her credentialuaeble (other than what can
be deduced from her policies; i.e., a globally usable cridlenill definitely be usable).
We now show that the protocol is correct, that is if the pariee honest, then the correct

usable set is computed.

Proof In step 1 of the protocol, Bob learns a valye:;| wherez; is 1 if Bob has creden-

tial ¢; and can use it. There are 3 cases to consider:

1. Bob does not have: In Step 1b of the protocol, Bob will not learn the valueand
thus there will not be a match in Step 1c (with very high proligh Since there is

no match in the array, Bob will lear[0], which is correct.

2. Bob hasc; but cannot use it Supposé); = ¢; and Alice hasP[0]. In this case,
d; = x, but Bob's vector entry will be:+ r?[1] and Alice’s will bex + r?[0]. Since

there is no match in the array, Bob will learf0], which is correct.

3. Bob has:; and can use itSupposé; = ¢; and Alice hasf[l]. In this cased; = z,
but Bob’s vector entry will be: + 77 [1] and Alice’s will bex + r7[1]. Since there

is a match in the array, Bob will leat[1], which is correct.

In step 2 of the protocol, Alice and Bob securely evalyatbased upon which cre-
dentials are iri/z. If p;(Up) is true, then Bob will learn[1] (signifying that Alice can

usea,) and otherwise he will learn’[0] (signifying that Alice cannot use;). [ |
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6 ATRUST NEGOTIATION FRAMEWORK FOR CRYPTOGRAPHIC
CREDENTIALS

A number of cryptographic credential schemes and assdqgmi#ocols have been devel-
oped to address the privacy problems in ATN. Oblivious digreabased envelope [45],
hidden credentials [22, 68], and secret handshakes [71hearsed to address the policy
cycle problem. OACerts (see Chapter 3), private credenB&ls fnd anonymous creden-
tials [29, 31-33] together with zero-knowledge proof pomis can be used to prove that
an attribute satisfies a policy without disclosing any oth&rmation about the attribute.
CIPPE (see Chapter 4) enablésand B to determine whethed’s attribute values satisfy
B’s policies without revealing additional information alhodis attributes orB’s policies.
While these credential schemes and associated protocaldditbss some limitations
in ATN, they can be used only as fragments of an ATN processekample, a protocol
that can be used to handle cyclic policy dependencies sh@uldvoked only when such
a cycle occurs during the negotiation process. A zero-kedgé proof protocol can be
used only when one knows the policy that needs to be satigfi@dsavilling to disclose
the necessary information to satisfy the policy. An ATN feamork that harness these
powerful cryptographic credentials and protocols hasyéetdeveloped. In this chapter,
we develop an ATN framework that does exactly that. Our fraork has the following

salient features.

e The ATN framework supports diverse credentials, includitemdard digital creden-
tials (such as X.509 certificates [28,42]) as well as OACéaitkjen credentials, and

anonymous credentials.

e In addition to attribute information stored in credentjdalee ATN framework also
supports attribute information that is not certified. Foamyple, oftentimes one is

asked to provide a phone number in an online transactiongththe phone num-
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ber need not be certified in any certificate. In our framewariGertified attribute

information and certified attribute information are praégtin a uniform fashion.

The ATN framework has a logic-based policy langauge thatalle’dtribute-based
Trust Negotiation Language (ATNL), which allows one to sfyepolicies that gov-
ern the disclosure of partial information about a sensiittgbute. ATNL is based

on the RT family of Role-based Trust-management languagés13].

The ATN framework has a negotiation protocol that enableswrious crypto-
graphic protocols to be used to improve the effectivenegsldf. This protocol is

an extension of the Trust-Target Graph (TTG) ATN protocol[.

The rest of this chapter is organized as follows. We firstawvseveral credential

schemes and associated protocols that can be used in ATfioi$6.1. In Section 6.2,

we present the language ATNL. In Section 6.3 we present qyotiaion protocol.

6.1 Overview of Cryptographic Credentials and Tools for ATN

We now give an overview of six properties that are provideddyyptographic creden-

tial schemes and their associated cryptographic toolssé& peoperties can improve the

privacy protection and effectiveness of ATN.

1. Separation of credential disclosure from attribute distlee: In several creden-

tial systems, including private credentials [30], anonushoredentials [29, 31-33]
and OACerts in Chapter 3, a credential holder can discloserbdentials without
revealing the attribute values in them. In the OACerts scheamgser’s attribute
values are not stored in the clear; instead, they are staraccommitted form in
her credentials. When the commitment of an attribute valstoi®d in a credential,
looking at the commitment does not enable one to learn amy#ibout the attribute
value. Private credentials and anonymous credentialg sloanewhat similar ideas:
a credential holder can prove in zero-knowledge that sha kesdential without re-

vealing it; thus, the attribute values in the credentialreoedisclosed. For example,
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consider a digital driver license certificate from Bureau ajtth Vehicles (BMV)
consisting of name, gender, DoB, and address. In trust reggotj a user can show
that her digital driver license is valide., that she is currently a valid driver, without

disclosing any of her name, gender, DoB, and address.

. Selective show of attributesA credential holder can select which attributes she
wants to disclose (and which attribute she does not wantstdatie) to the verifier.
As each attribute in a credential is in committed form, thedential holder can
simply open the commitments of the attributes she wantsveate For instance,
using the digital driver license, the credential holder slaow her name and address
to a verifier without disclosing her gender and DoB. Cryptograproperties of the
commitment schemes ensure that the credential holder tapea a commitment

with a value other than the one that has been committed.

. Zero-knowledge proof that attributes satisfy a polici:credential holder can use
zero-knowledge proof protocols [35, 37, 39, 40] to prove ther attributes satisfy
some property without revealing the actual attribute vallk®r example, a creden-
tial holder can prove that she is older than 21 by using hetallidriver license

without revealing any other information about her actuaBDo

. Oblivious usage of a credential:A credential holder can use her credentials in
an oblivious way to access resources using Oblivious SigegBased Envelope
(OSBE) [45], hidden credentials [22], or secret handshakegB]. In OSBE, a user
sends the contents of her credential (without the signptara server. The server
verifies that the contents satisfy his requirement, themgots a joint computation
with the user such that in the end the user sees the serveosree if and only if
she has the signature on the contents she sent earlier. rHdelgentials and secret
handshakes share a similar concept; however, they assaitrtbéserver can guess
the contents of the user’s credentials; thus the user dae®rd to send the contents
to the server. The oblivious usage of a credential enablssiata obtain a resource

from a server without revealing the fact that she has theerrtzal.
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5. Oblivious usage of an attribute:A credential holder can use her attributes in an
oblivious way to access resources using OCBE in Chapter 3. In O&BEedential
holder and a server run a protocol such that in the end thewtiad holder receives
the server’s resource if and only if the attributes in hedergial satisfy the server’s
policy. The server does not learn anything about the cremlémblder’s attribute

values, not even whether the values satisfy the policy ar not

6. Certified input private policy evaluationtn CIPPE in Chapter 4, a credential holder
and a server run a protocol in which the credential holdentsphe commitments
of her attribute values from her credentials, and the sengits his private policy
function. In the end, both parties learn whether the credeholder satisfies the
server’s policy, without the attribute values being reeéao the server, or the pri-
vate function, to the credential holder. For example, seppbat the server’s policy
is that age must be greater than 25 and the credential hekige’is 30. The creden-
tial holder can learn that she satisfies the server’s polityout revealing her exact

DoB or knowing the threshold in the server’s policy.

There are other useful properties achieved in private ateade [30] and anonymous
credentials [29, 31-33], such as the multi-show unlink@iotgerty, anonymous property,
etc. Some of these properties require anonymous commigmaziannels [74, 75] to be
useful. In this chapter, we focus on the six properties diesdrabove, because we believe
they are most related to trust negotiation. Our goal is tegrdte them into a coherent
trust negotiation framework.

Note that we do not assume each negotiating participantstgll six properties. For
instance, if one participant uses an anonymous credegsts and supports properties
1-3, and the other participant supports properties 1@ tiney can use properties 1-3
when they negotiate trust. We present an ATN framework thatake advantage of these

properties when they are available, but that does not redjogm.
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6.2 The Language of Credentials and Policies

In this section, we present the Attribute-based Trust Nagoh Language (ATNL), a
formal language for specifying credentials and policieBNA is based orRT", a family of
Role-base Trust-management languages introduced in [B].8/V& first give an example

trust negotiation scenario in ATNL, then describe the syofaATNL in detail.

An Example

In this example, the two negotiators are BookSt (a bookstanel) Alice. We give
the credentials and policies belonging to BookSt first, thea those for Alice, and then

describe a negotiation process between BookSt and Alice.

BookSt's credentials:
/1 : SBA.businessLicense «— BookSt
(2 : BBB.goodSecProcess «— BookSt

BookSt’s policies:
ml: BookSt.discount(phoneNum = x3) «— StateU.student(program = z)
N BookSt.DoB(val = z3)
N Any.phoneNum(val = z3) ;
((x1 = ‘cs”) A (z2 > ‘01/01/1984"))
m2: BookSt.DoB(val = z) «—— BMV.driverLicense(DoB = z)
m3: BookSt.DoB(val = x) «—— Gov.passport(DoB = )
m4 : disclose(ac, SBA.businessLicense) «— true
mb : disclose(ac, BBB.goodSecProcess) «— true

Figure 6.1. The credentials and policies of BookSt

BookSt’s credentials and policies are given in Figure 6.1. K&ddas a credential
(¢1) issued by the Small Business Administration (SBA) assgittiat BookSt has a valid
business license. BookSt is certified i2) by the Better Business Bureau (BBB) to have

a good security process.
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BookSt offers a special discount to anyone who satisfies theydon1), which means
that the requester should be certified by StateU to be a stutkgoring in computer sci-
ence, under 21 (as of January 1, 2005), and willing to progigdhone number. Since
the discount is a resource, the head of this polRyykSt.discount(phoneNum = x3),
defines a part of the application interface provided by th&l Alystem using this pol-
icy; the parametephoneNum is made available to the application through this interface
That is, the application will issue a query to determine \Wketthe requester satisfies
BookSt.discount(phoneNum = z3), and if it succeeds, the variahlg will be instanti-
ated to the phone number of the requester. The body of pohdy (i.e., the part to the
right of«—) consists of the following two parts.

Part 1: StateU.student(program = 1) N BookSt.DoB(val = x5)

N Any.phoneNum(val = z3)

Part 2: ((x1 = ‘cs’) A (x2 >'01/01/1984"))

Part 1 describes the role requirement of the policy and stmsif the intersection of
3 roles. To satisfy the rol8tateU.student(program = z;), one must provide a cre-
dential (or a credential chain) showing that one is certibgdStateU to be a student;
program = z; means that the value of theogram field is required to satisfy additional
constraints. IrAny.phoneNum(val = z3), the keywordAny means that the phone num-
ber does not need to be certified by any party and the symsbateans that the phone
number must be provided (enabling it to be returned to théigijon). Part 2 describes
the constraints on specific field values.

BookSt’s policies(m?2) and (m3) mean that BookSt considers both a driver license
from BMV and a passport issued by the government (Gov) to be wmcuments for
DoB. BookSt's policiegm4) and(m5) mean that BookSt treats his SBA certificate and
BBB certificate as non-sensitive resources and can revea tegsficates to anyone.

Alice’s credentials and policies are given in Figure 6.2icalholds three credentials.
Credential £1) is issued by StateU and delegates to College of Science (GeSQu-
thority to certify students. CredentiakZ) is Alice’s student certificate issued by CoS.
Credentials /41, n2) prove that Alice is a valid student from StateU. Credentia)) (is
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Alice’s credentials:
nl: StateU.student «—— CoS.student
n2: CoS.student(program = ‘cs’, level = ‘sophomore’) «— Alice
n3: BMV.driverLicense(name = commit(‘Alice’),
DoB = commit(‘03/07/1986°)) «— Alice

Alice’s attribute declarations:

ol: phoneNum = ¢(123)456-7890" :: 1 sensitive
02: DoB = ‘03/07/1986’ ::  BMV.License(DoB) . sensitive
03 : program = ‘c¢’ i CoS.student(program) :: non-sensitive
od: level = ‘sophomore’ :: CoS.student(level) ::  non-sensitive

Alice’s policies:

pl: disclose(ac, CoS.student) «—— SBA .businessLicense
p2: disclose(full, DoB) «—— BBB.goodSecProcess
p3 . disclose(full, phoneNum) «—— BBB.goodSecProcess
p4 . disclose(range, DoB, year) «—— true
pb: disclose(ac, BMV.driverLicense) «— true

Figure 6.2. The credentials and policies of Alice

her digital driver license issued by BMV. For simplicity, wesame that the digital driver
license contains only name and DoB. Among her credentialse&bnsiders her student
certificate to be sensitive, and provides it only to those Wéne a valid business license
from SBA (p1). Alice does not protect the content of her driver licenseget for its DoB
field. She considers her birth-date and phone number to kstigennformation, thus
she reveals them only to organizations whose security ipeacare adequate to provide
reasonable privacyp®, p3). For this, we assume that BBB provides a security process
auditing service. Further, Alice is willing to reveal to eyene her year of birthyd) and
her digital driver licenserp).

A negotiation between BookSt and AliceWhen Alice requests a discount sale from
BookSt, BookSt responds with his discount poliey1(. Alice first discloses her driver

license (.3), which is assumed to be an OACert, to BookSt without revedlargddoB. To
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protect her phone number and her student certificate, AlmesvBookSt to show a busi-
ness license issued by SBA and a good security processaadifssued by BBB. After
BookSt shows the corresponding certificatéls (2), Alice reveals her student certificate
chain @1, n2) and phone numbenb{(). As Alice is allowed by her policy4 to reveal her
year of birth to everyone, she uses a zero-knowledge pratdgol to prove to BookSt
that her DoB in her driver license is betwe@ri1/1986" and‘12/31/1986°. BookSt now
knows that Alice is younger than 21, thus satisfies his distpalicy. During the above
interactions, Alice proves that she is entitled to obtaadiscount.

The above negotiation process uses the first three propeescribed in Section 6.1.

The Syntax

Figure 6.3 gives the syntax of ATNL in Backus Naur Form (BNF)}He following, we
explain the syntax. The numbers in the text below correspotite numbers of definitions
in Figure 6.3.

Each negotiation party haspolicy base(3) that contains all information that may
be used in trust negotiation. A party’s policy base cons$tdree parts.credentials
attribute declarationsandpolicy statementsIn the following, we discuss each of the

three parts in detail.

Credentials and Roles

Two central concepts that ATNL takes froRI" [5, 6] are principals and roles. A
principal is identified with an individual or agent, and may tepresented by a public
key. In this sense, principals can issue credentials anc mejuests. Aole designates
a set of principals who are members of this role. Each praidnas its own localized
name space for roles in which it has sole authority to defitesroA role (7) takes the
form of a principal followed by a role term, separated by a dite simplest kind of a
role term consists of just a role name. As roles are paraimetkra role term may also

contain fields, which will be explained later. We udeB, D, S, andV, sometimes with



(listof X) == (X) [ (X)“,” (list of X) (1)
(setof X) ::= €| (X) (setof X 2
(policy-base ::= (set of credential(set of attr-degl (set of policy-stmit (3)
(credential ::= (member-cref| (delegation-cred 4)
(member-creg::= (role) “— (prin) (5)
(delegation-cred::= (role) “— (role) (6)
(role) ::= (prin) “.” (role-term (7)
(role-ternm) ::=  (role-name | (role-namé “(” (list of field) “)” (8)
(field) :== (field-name “=" ( (var) | (constant| (commitment ) 9)
(attr-dec) == (attr-namé “=" (constant “::" [ (list of attr-ref) ]
“:1" (“sensitive” | “non-sensitive”) (10)
(attr-refy ;== (prin) “.” (role-namé “(" (field-name “)” (11)
(policy-stmb ::= (policy-head “— (policy-body (22)
(policy-body) ::= (p-role-req [“;” (p-constraint] | true (13)
(p-role-req ::= [(role) “!"] (conj-of-p-role$ (14)
(p-constraint ::= [(pre-cond “!"] (constrain} (15)
(pre-cond ::= (role) | “false” (16)
(conj-of-p-role$ ::=  (p-role) | (p-role) “N” (conj-of-p-roles 17)
(p-role) ::=  (prin) “.” (p-role-tern) | Any.(p-role-tern) (18)
(p-role-term ::=  (role-name | (role-namé “ (" (list of p-field) “)” (19)
(p-field) == (field-namé ( “=" | “=") ( (var) | (constant) (20)
(policy-head ::= (role) | (dis-ack | (dis-ag | (dis-full) | (dis-bit) | (dis-range (21)
(dis-ack ::= “disclose” “ (" “ack” “,” (role) “)” (22)
(dis-ag ::= “disclose” “ (" “ac”*“,” (role) “)” (23)
(dis-full) ::=  *“disclose” “ (" “full”*,” (attr-namé “)” (24)
(dis-bit) ::=  “disclose” “ (" “ bit” “,” (attr-name “)” (25)
(dis-range ::= “disclose” “ (" “range” “,” (attr-name, (precision “)” (26)

Figure 6.3. Syntax of ATNL in BNF. The first two definitiost of X)

and (set of X) are macros parameterized by X. The symbdh (2)
denotes the empty string. The symbalar), (constant, and (prin)
each represents a variable, a constant, and a principaatasgy. The
symbols(role-name, (field-name, and(attr-name represent identifiers
drawn from disjoint sets. The syntax for non-terminademmitment,
(precision, (constraint are not defined here; they are explained in the
text.
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subscripts, to denote principals. We uggeoften with subscripts, to denote role terms. A
role A.R can be read ad’s R role. Only A has the authority to define the members of the
role A.R, and A does so by issuing role-definition statements.

In ATNL, a credential can be either a membership credentialdelegation credential.
A membership credentigb) takes the formd.R «—— D, whereA and D are (possibly
the same) principals. This means thatdefinesD to be a member ofi’s role R. A
delegation credentigl6) takes the formi. R «—— B.R;, whereA and B are (possibly the
same) principals, an& and R, are role terms. In this statement,defines itsk role to
include all members oB’s R; role.

For example, BookSt's credentiadl] in Figure 6.1 is a membership credential. It
means SBA issued a business license certificate for BookSte'alcredential 1) in
Figure 6.2 is a delegation credential. It says that Statdepdées its authority over iden-
tifying students to CoS. Alice’s membership credentiéd)(in Figure 6.2 means that CoS
asserts that Alice is a sophomore student in StateU majoringmputer science.

A role term(8) is a role name possibly followed by a list of fields. Edieftd (9) has a
field name and a field value. A field value can be a variable, ataaf, or a commitment.
For exampleSBA .businessLicense is a role without any field<;oS.student(program =
‘cs’,level = ‘sophomore’) and BMV .driverLicense(name = commit(‘Alice’), DoB =
commit(‘03/07/1986")) are roles with fields. In the preceding rol€s)S is a principal
name student is a role nameprogram is a field name'cs’ is a constant of string type, and
commit(‘Alice’) is a commitment. In ATNL, @ommitmentakes of the fornrcommit(c),
wherec is a constant, andommit denotes the output of a commitment algorithm of a
commitment scheme [14, 36]

If a credential is a regular certificate, such as an X.509fwate [28], then each field
in the credential takes the form= ¢, wherez is the field name andis a constant. For
example, Alice’s student certificated) may be an X.509 certificate. When a credential is

implemented as a cryptographic certificate, such as an OACarn anonymous creden-

1In order to have the hiding property, a commitment schemallyscannot be deterministic, thus the com-
mitment of a value also depends on a secret random valueirfplicty of presentation, we do not explic-
itly model the random secret in the representation of a camanit.
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tial, the attribute values are committed in the credenfldlerefore, each field takes the
form z = commit(c), wherecommit(c) is the commitment of a constant For example,

Alice’s digital driver license«3) is modeled as a cryptographic certificate.

Attribute declarations

Eachattribute declaration(10) gives the name of the attribute, the value of the at-
tribute, a list of attribute references that correspondhis attribute, and whether this
attribute is considered sensitive or not. For example,efdiattribute declaratiorn() in
Figure 6.2 means that Alice has a phone number (123)456-@88Ghe considers her
phone number to be sensitive information. Alice’s attriéodéclarationd3) indicates that
Alice’s major is ‘cs’ and that her program appears in herstidertificate, issued by CoS.
We useattr to denote attribute names.

Eachattribute referenc€11) corresponds to a field name in a role. The attribute ref-
erence is used to link the declared attribute to a specifeefield. For example, Alice’s
DoB attribute declaration has an attribute refereBééV .driverLicense(DoB), it means
that Alice’s DoB is documented in thieoB field of the roleBMV .driverLicense. It is
possible to have several attribute references for an at#ribrhis means that the attribute
is documented by several rofeg-or example, suppose Alice also has a passport, and her

DoB is certified in her passport. Then the attribute dedlamebr herDoB looks like

DoB = ‘03/07/1986" :: BMV.driverLicense(DoB),

Gov.passport(BirthDate) :: sensitive

Because the disclosure of attribute values in a credentrabeaseparated from the dis-
closure of the credential, one purpose of the attributeadlatibns is to uniformly manage
the disclosure of an attribute value that appears in difteceedentials. That is, the policy
author gives disclosure policies for attribu?eB, instead of assigning separate disclosure

policies forBMV .driverLicense(DoB) andGov.passport(BirthDate).

2We assume that the attribute values from different rolesttaesame, however we do not require each
principal to use the same field name. For examBlElV may useDoB as the field name for birth-date,
whereagGov usesBirthDate as the field name. Name agreement for different field namebeachieved
using application domain specification documents [5, 6].
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When the list of the attribute references is empty, the cpoeging attribute does not
appear in any role that s certified by a credential. In othends, the attribute igncertified
by any authorities. Unlike most prior trust negotiationteyss, our framework supports
uncertified attributes. In many online e-business scesdike the example in Section 6.2,
the access control policies require some personal infeomabout the requester, such as
phone number and email address, which may not be documeytaayldigitally signed
credentials. Like certified attributes, uncertified atitds may be sensitive, and should be
protected in the same way. We treat all attributes uniformtyether certified or not, by
protecting them with disclosure policies.

If an attribute is not sensitive, then the keywaoieh-sensitive appears at the end of its
corresponding attribute declaration. This means that tinék@te can be revealed to any-
one. There is no access control policy for this attribute.til@@nother hand, if an attribute
is treated as a sensitive resource, the attribute ownemvalk its attribute declaration
with the keywordsensitive. In this case, if there are disclosure policy statementshisr
attribute, one has to satisfy the body of one of these stattswe learn information about
the attribute. If there is no disclosure policy statementaf@ensitive attribute, it means

the attribute must never be disclosed.

Policy statements

In ATNL, a policy statemen(12) takes the form{policy-head «— (policy-body) in

which (policy-body) either istrue or takes the form:

pre-cond-1! Bi.RyN---N By. Ry, ;

pre-cond-2 ! ¢ (xq,. .., x,)

whereBy, ..., By are principalsRy, . . ., R, are role termsk is an integer greater than or
equal to 1pre-cond-1 andpre-cond-2 are two pre-conditions (which we discuss shortly),
1) is a constraint from a constraint domdmandz,, z», . . . , z,, are the variables appearing
in the fields ofRy, . . ., R. The constraint)(x, ..., x,) is optional. We calB;.R;N---N

By. Ry, in the policy statement aintersection
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A pre-conditionis defined to be a role or the keywofase. Pre-cond-2 (16) can be
either of these; when it existsre-cond-1 is a role (14). The motivation for pre-conditions
is that, oftentimes, policies may contain sensitive infation. The policy enforcer does
not want to reveal the policy statement to everyone. If aqumedition isfalse, the pre-
condition is never satisfied. If the pre-condition is a ra@ay B.R, then the negotiation
opponent has to be a member®iR for the pre-condition to be satisfied. Returning to the
policy body, if pre-cond-1 is satisfied (or ifpre-cond-1 is omitted), then the negotiation
opponentis allowed to sée,. R, N- - -NBy. Ry, otherwise, she is not permitted to know the
content of this policy body. Oncgre-cond-1 is satisfied, ifpre-cond-2 is also satisfied,
then the negotiation opponent is allowed to see the constrét, . . ., z,).

Verifying that a principal satisfies a policy body takes tweps. In the first step, the
policy enforcer verifies that the principal has all roles &@ag provided all uncertified at-
tributes given byB,. Ry, ..., Bx.R;. Inthe second step, the policy enforcer verifies that the
variables in the parameters Bf, . . ., R, satisfy the constrainp(z4, ..., z,). Such two-
step policy verification process is made feasible by usiygtographic credentials and
the associated cryptographic tools (see Section 6.1). Té$testep corresponds to verify-
ing that the principal has the desired credentials. Thergkstep corresponds to verifying
that the principal’s attribute values in the credentiatisfathe constraint)(xq, ..., z,,).

If (24, ..., z,)is disclosed, which happens only when the second pre-¢ondiias been
satisfied, then the principal can use zero-knowledge prombpols to prove that her at-
tribute values satisfy the constraint; otherwise, the gypal can elect to run a private
policy evaluation protocol with the policy enforcer, enajjleach to determine whether
she satisfies the constraint.

Using the example in Section 6.2, BookSt's poliey2) in Figure 6.1 is a policy
statement with no constraint. It states tBaibkSt considers a driver license from BMV
to provide adequate documentation of birth-date. The bhiais used in the statement
to indicate that the field value dBookSt.DoB is the same as thBoB field value in
BMYV .driverLicense.
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The BookSt policy statemenin(l) means that, in order to be a member of the role
BookSt.discount, a principal has to have the rolé®okSt.student(program = 1),
BookSt.DoB(val = x3), andAny.phoneNum(val = x3). It further requires that the
program field valuer; in BookSt.student and the DoB field value:; in BookSt.DoB
satisfy the constraintr; = ‘cs’) A (z2 > '01/01/1984"). The symbol=- in the role
Any.phoneNum(val = z3) indicates that BookSt must receive a phone number from the
negotiation opponent. Where the equality symbas used, the policy requires only proof

that the associated field value satisfies any constraingm givthe policy statement.

Policy heads

The policy head in a policy statement determines which nesois to be disclosed
and how it is to be disclosed. policy head(21) can be a role or a disclosure. When
the policy head is a role, the statement means that if thetia#igom opponent satisfies
the policy body, then she is a member of the role. Roles defingmbiicy statements
are controlled by the policy owner and are calthgdnmy roledbecause they serve only
to define local policies. If the policy head is a disclosurent the opponent is granted
a permission specified in the disclosure, once the policy bedatisfied. This section
explains each type of disclosure and its associated peamiss

We call (the body of) a policy statement with hedidclose(ack, A.R) (22) anAck
policy for the role A.R. The opponent has to satisfy one 4fR’s Ack policies to gain
permission to learn whether the policy enforcer is a membet.&. Until such satisfac-
tion is shown, the policy enforcer’s behavior should notatepin any way on whether
she belongs tal. R.

We call a policy statement with heatisclose(ac, A.R) (23) anAC policy for the
credentialA.R —— D. We assume, in this case, that the policy enforcép iand thatD
has the membership credentialR <—— D. When the negotiation opponent has satisfied
an AC policy for the credential. R <—— D, he is authorized to receive a copy of the

credential.
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We call a policy statement with healisclose(full, attr) (24) afull policy for the
attributeattr. If a full policy for attr is satisfied, the negotiation opponentis allowed to see
the full value ofattr. Whenattr is an uncertified attribute, this means the policy enforcer
can simply disclose its value. When the field value linked todtiribute reference aftr
is a commitment, it means the policy enforcer can open thawtment to the opponent.

We call a policy statement with heatisclose(bit, attr) (25) abit policy for the at-
tribute attr. Bit policies are defined only for certified attributes. If & policy for attr
is satisfied, the negotiation opponent has the permissioec&ve one bit of information
about the value ofittr, in the sense of receiving the answer to the question whétleer
value satisfies some predicate. We stress that the onednitiafion ofattr in our context
is not necessarily the value of a certain bit in the binaryesentation ofittr, but can be
the output of any predicate antr. More specifically, the policy enforcer can run a private
policy evaluation with the opponent in which the opponeatis whethenttr, together
with other attributes of the enforcer, satisfies the oppts@nivate policy. Alternatively,
the policy enforcer can prove thattr satisfies (or does not satisfy) the opponent’s public
policy using zero-knowledge proof techniques. While sp@atf the bit disclosure policy,
one should be aware that the bit disclosurevat is vulnerable to a probing attack. If
an adversarial opponent runs the private policy evaluatiaitiple times using different
policies that constrainttr, she may learn more information about the valueitaf. In
practice, a negotiator may limit the number of times thatgheate policy evaluation is
computed on a particulattr to prevent such attack.

We call a policy statement with heatisclose(range, attr, precision) (26) arange
policy for the attributeattr. Range policies are defined only for certified attributes of
certain data types, such as finite integer type, finite flog¢ tynd ordered enumeration
type. If the range policy fonttr is satisfied, then the negotiation opponent has permis-
sion to learn thatttr belongs to a range with the given precision. For examplehaf t
negotiation opponent has satisfied the policydisclose(range, DoB, year), then she is
allowed to know the year dboB, but not the exact date. How to specify precision de-

pends on the data type of the attribute. For example, assusdé score takes integer
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values from 1 to 1000, and Alice has a credit score of 722 decded in her credit report
certificate using cryptographic credential scheme®30lékSt satisfies Alice’s policy of
disclose(range, score, 50), then Alice can prove t@ookSt that her credit score is be-
tween 701 and 750 using zero-knowledge proof protocolsil&ily the policy with head
disclose(range, score, 10) means that if the policy is satisfied, the opponent can learn
that Alice’s credit score is between 721 to 730.

When no Ack policy is specified for an attribute, this indicatieat the Ack policy is
trivially satisfied. Although a more natural logical integpation would be that in this case
it is trivially unsatisfiable, such an Ack policy would rendts attribute unusable, which
is not useful. The other types of policiase(, AC policy, full policy, bit policy, and range
policy) are taken to be unsatisfiable if they are not defined.

So if there is no Ack policy associated with a roleR in the policy base, then the
policy enforcer can reveal to everyone that she is (or is astjember ofA.R. On the
other hand, if there is no AC policy associated with a rdlé in the policy base, then
the policy enforcer should never reveal her credentidt «—— D to anyone. If there are
both an Ack policy and an AC policy with a rolé. R, the access control policy is actually
the intersection of these two policias., only if the negotiation opponent satisfies both
policies can she see the credential corresponding.f®. That is enforced implicitly

through our trust negotiation protocol.

6.3 The Extended Trust Target Graph Protocol

In this section, we introduce a trust negotiation prototeit tcan take advantage of
ATNL and the cryptographic protocols. This protocol extemige trust-target graph pro-
tocol introduced in [9,12], to deal with the additional fexs of ATNL and cryptographic
certificates.

In this protocol, a trust negotiation process involves the hegotiators working to-
gether to construct aust-target graph(TTG). A TTG is a directed graph, each node of
which is a trust target. Introduced below, trust targetsasgnt questions that negotiators

have about each other. When a requester requests accessouicee the access media-
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tor and the requester enter into a negotiation process. ddesa mediator createsa TTG
containing one target, which we call tipeimary target The access mediator then tries
to process the primary target by decomposing the questatdrittasks and expanding the
TTG accordingly in a manner described below. It then senglp#rtially processed TTG
to the requester. In each following round, one negotiatoeives new information about
changes to the TTG, verifies that the changes are legal atiigdsand updates its local
copy of the TTG accordingly. The negotiator then tries tacpss some nodes, making its
own changes to the graph, which it then sends to the othey, mannpleting the round.
The negotiation succeeds when the primary target is salisfiéails when the primary

target is failed, or when a round occurs in which neither tieagmr changes the graph.

6.3.1 Nodes in a Trust-Target Graph

A node in a TTG is one of the five kinds of targets, defined a®¥l We use the
notatione « S for several different categories ef meaning that belongs to, satisfies,
or has the property. We introduce the various usages of the notation informesdlyhey

are used in the following list.

e A role targettakes the formV : A.R <~ S), in which V' is one of the negotiators,
A.Ris arolé, andS is a principal. S is oftenopp(V'), the negotiator opposing
V, but it can be any principal. This target means tWatvants to see the proof of
AR« S.

e A policy targettakes the formV : policy-id & S), in which V' is one of the ne-
gotiators,S is a principal, andolicy-id uniquely identifies a policy statement in
V’s policy base. We assume each negotiator assigns each pbl@r statements a
unique identifier for this purpose. This target means thatants to see the proof

that S satisfies the body of the statement correspondingt@y-id.

3Technically, the roles in the TTG correspond syntactic@lithe non-terminalp-role), rather than tdrole).
This is because they are derived from policies, and so cataicosymbols such asdny and=-.
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e An intersection targetakes the form(V : By.Ry N -+ N By. Ry & S), in which V'
is one of the negotiators is a principal,B;. Ry, . . ., By. R, are roles, and is an
integer greater than 1. This means thatvants to see the proof d8;.R; N --- N
By Ry « S.

e A trivial target takes the formV : S < S), in which V is one of the negotiators,
andS$ is a principal. Representing questions whose answers asyskaifirmative,

trivial targets provide placeholders for edges that regmmesredentials in the TTG.

e An attribute goaltakes the form(V' : attr <~ S), in which attr is the name of an
attribute inS’s attribute declaration. This goal means tfvatvants to learn some
information about the value efttr, e.g, V may want to learn the full value of the
attribute, or to learn partial information about the atitdy e.g., whether it satisfies

a policy.

In each of the above forms of targets, we éaliheverifier, andsS the subjectof this node.

6.3.2 Edges in a Trust-Target Graph

Seven kinds of edges are allowed in a trust-target gragkgdliselow. We use— to

represent edges in TTG's.

e A credential edgeakes the formV : A.R < S) — (V:e«- S), in which A.Ris a
role, ande is either a principle or a role. We call’ : e & S) a credential child of
(V:AR & S). (We use similar “child” terminology for other kinds of edge An
edge always points from the child to the parent. Unlike theeokinds of edges, a
credential edge needs to Justifiedto be added into the TTG; a credential edge is
justified if the edge is accompanied by a credential thatgsdvR? « e.

e A policy edgetakes the form(V : A.R « ) «— (V : policy-id «- S), in which
policy-id is a policy identifier andi. R is the role in the head of the policy statement

(that corresponds tpolicy-id).
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A policy control edgeakes the form{V’ : policy-id <~ S) < (V' : A.R <~ S), in which
policy-id is a policy identifier andA.R is one of the pre-conditions in the policy

statement.

e A policy expansion edgekes the formV : policy-id & S)y—=(V:Bi.RinN---N
By,.R; <~ S), in which policy-id is a policy identifier and3,.R, N - - - N By,. Ry, is
the intersection in the policy statement.klf> 1, the policy expansion child is an
intersection target; otherwise, it is a role target. Eaclcp@xpansion edge has

associated with it up to one tag consisting of a constraint.

e Anintersection edgéakes the form{V: B;.Ry N --- N By. Ry, «?—S> —(V:B;.R; &

S), wherei is in 1..k, andk is greater than 1.

e An attribute edgeaakes the form'V : A.R & S) —(V :attr & S), in which S is
the negotiation opponent df, attr is an attribute name, and.R is a role. This
is used when the attributestr is linked to a specific field id.R in S’s attribute

declarations.

e An attribute control edgeakes the formV : ¢ <~ S} « (opp(V') : policy-id «- V),
in which opp(V') denotes the opponent &f, policy-id is a policy identifier, and
is the role or attribute name in the head of the policy statemaAttribute control
edges are used for handling disclosure policies. Eaclbatitricontrol edge has a
tag consisting of one of ac, ack, full, bit, or range; in thega case, it also includes

a precision parameter.

The optional tag on a policy expansion edge is used to expinessonstraint portion
of the policy statement identified hyolicy-id. The tag on an attribute control edge char-
acterizes the information th&t can gain permission to learn by satisfying the body of the

statement identified byolicy-id.
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6.3.3 State Propagationin TTG

Each node hasarocessing statevhich is a pair of boolean states: verifier-processed
and opponent-processed. A nodeveifier-processedvhen the verifier cannot process
the node any furthei,e., the verifier cannot add any new child to the node. A node
is opponent-processedhen the opponent cannot process the node any further. When a
node is both verifier-processed and opponent-processeshywhat it isfully processed

Each target hassatisfaction statewhich has one of three values: satisfied, failed, and
unknown. For each field in a role node or an intersection niteee is dield state Each
field state has three entries, one for full disclosure, onbitalisclosure, and one for range
disclosuré. Each entry can have valdigse, indicating that the corresponding disclosure
policy has been found to be unsatisfiable by the negotiatiridg to know the field value.
Entry values can also be of several other types, as will brudgged shortly. Each attribute
has amttribute state An attribute state has three entries, one for full disalesane for
bit disclosure, and one for range disclosure. Each entrybeaone of the three values:
true, false, or unknown. A true value means the corresponding policy in that entry has
been satisfied. Ainknown value means the corresponding policy has not been satisfied
yet. Afalse value means the corresponding policy is failed by the oppbne

We now describe how to determine the satisfaction statergéts, the field state of

fields, the attribute state of attribute goals, and corredpm local states.

Satisfaction state
The trust target satisfaction state is determined as fallow

1. Role target. The initial satisfaction state of a role target is unknowhbdcomes
satisfied when one of its credential children or one of itsgyathildren is satisfied,
and for each field in its role with the> symbol (the verifier wants to see the full

value of this field), the full policy entry in its field statdile is not unknown (the full

4In this specification, we only support single range polibgugh it can be easily extended to allow multiple
range policies.
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value of the field has been disclosed). It becomes failed withisrfully processed
and it has no child, or all of its children are failed, or thesests some field in the
role with the=- symbol whose full entry value in the field statefae. It becomes
satisfied when one of its children is satisfied and each fietlerrole with the=-

symbol has a non-false value in the full entry.

2. Policy target.Let policy-id be the policy identifier in this policy target. If the policy
body corresponding tpolicy-id is the constantrue, then the inital satisfaction state
of this target is satisfied. Otherwise, the initial satifatstate of a policy target is

unknown.

(a) If there is no constraint in the policy correspondingptdicy-id, the satis-
faction state of the policy target becomes satisfied whenfitlly processed
and its policy expansion child is satisfied. It becomes faidnen it is fully
processed and either it has no policy expansion child (teecpndition for the

policy has not been satisfied) or its policy expansion chlfhiled.

(b) Ifthere is a constraint in the policy correspondingtdicy-id, the satisfaction
state of the policy target becomes satisfied when it is fulbcpssed, its policy
expansion child is satisfied, and the constraint is evalLatel also satisfied. If
the constraint has been revealed.(any policy control child for the constraint
has been satisfied), it can be evaluated when the value oaiige rof each
variable in the constraint has been disclosed. If the caimgtis private, it
can be evaluated by using the private policy evaluation,yocdnventional
means once the full value of each variable in the policy has lasclosed. It
becomes failed when it is fully processed and it has no p@xpansion child,
or its policy expansion child is failed, or the constrainésis variable whose

corresponding field-policy entries are fallse, or the constraint is not satisfied.

3. Intersection targetThe initial satisfaction state of an intersection targeiiknown.
It becomes satisfied when it is fully processed and all ofhikdcen are satisfied. It

becomes failed when one of its children is failed.
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4. Trivial target. A trivial target is always satisfied.

Attribute state

There are three entries in the attribute state of an at&igaal, one for full policy, one
for bit policy, and one for range policy. The initial value @dch entry isinknown. If the
satisfaction state of the attribute control child of theilbtite goal becomes satisfied, we
mark the value of the corresponding entry in the attribussesto betrue. On the other
hand, if the satisfaction state of the attribute controlcchecomes failed, we mark the

value of the corresponding entry in the attribute state ttake.

Field state

The field state for each field in a (role or intersection) nods &ach entry initially
unknown. The values of a given node’s field states are cop@d fts children or its
grandchildren, as they become available. Field-statey emtiues are copied from the
corresponding field states in delegation-credential o&ildr intersection children. If the
given node has a non-delegation credential child and theegponding credential is a
standard credentiai.€., one not containing commitments, such as X.509 certifictien
the precise value of the field is copied to the full entry. @thse, if the current node
has an attribute child, depending on the attribute statbettribute goal, the opponent
reveals the attribute value accordingly. For example,gfftiil entry in the attribute child
is true, then the opponent reveals the full value of the field and Hieevis added to a
set of values in the full entry of the field state. If the bitrgnh the attribute state of the
attribute child istrue, the bit entry in the field state is set to contain a refereocthé¢
current role target, as well as a reference to the correspgmdtribute in that role target.
This aids in associating constraints and the sources ofdhees of variables contained
therein. If a range disclosure entry in the attribute stdtéhe attribute child istrue,
the opponent proves that the field value belongs to some racgmrding the precision

parameter. The disclosed range is then written into theerangyry of the field state. If an
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entry in the attribute state of the attribute childae, then we write théalse value into
the corresponding entry in the field state.

The legal update operations do not remove nodes or edgestmyckave been added,
and once a node is fully processed, it remains so there&@tarsequently, once a target

becomes satisfied or failed, it retains that state for thatdur of the negotiation.

6.3.4 Messages in the Protocol

As described before, negotiators cooperate by using thegoibto construct a shared
TTG, a copy of which is maintained by each negotiator. Negots take turns transmit-
ting messages each of which contains a sequence of TTG upplatations and a set of
credentials to be used in justifying credential edges. Matpys may also run a set of
cryptographic protocols, described in Section 6.1, dutirgETTG protocol. On receiv-
ing an update operation, a negotiator verifies it is legabteetipdating its local copy of

the shared TTG. The following ategal TTG update operations:

Initialize the TTG to contain a given primary trust targefl{T specifying a legal

initial processing state for this node. (See below.)

Add a justified edge (not already in the graph) from a TT thabisyet in the graph
to one that is, specifying a legal initial processing statetfie new node. The new

TT is added to the graph as well as the edge.

Add a justified edge (not already in the graph) from an old rtoden old node.

Mark a node processed. If the sender is the verifier, this sndr& node verifier-

processed; otherwise, it marks it opponent-processed.

The legal initial processing state of a trivial target islfiyprocessed. Both a pol-
icy target and an intersection target are initially oppdfocessed. An attribute goal
is initially verifier-processed. A role target is initialither opponent-processed or veri-

fier processed. These operations construct a connectel. ggagisfaction states of trust
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targets, field state of fields in trust targets, and attrilstidges of attribute goals are not

transmitted in messages; instead, each negotiation pdensithem independently.

6.3.5 Node Processing

Previously we described the ETTG negotiation protocol, imol two negotiators ex-
change update messages. The protocol defines what updatiegal; and the receiver
of a message can verify that the updates in the message is\l'égaow describe proce-
dures forcorrect processingwhich update the TTG in a manner designed to satisfy the
primary target whenever this is possible, while enforciaghenegotiator’s policies. Cor-
rect processing continues until either the primary targasaiisfied (negotiation success),
it is failed (negotiation failure), or neither negotiat@rcperform a correct update (also
negotiation failure).

Note that a negotiator cannot be forced to follow the corprotedures, and when
it does not, the other negotiator may not be able to tell. Tiwtopol and the correct
processing procedures are intended to guarantee that ahmishg negotiator can never
gain advantage (either learn information or gain accedsouttsatisfying relevant poli-
cies first) over a faithful negotiator who follows the prasbend the correct procedures.
Therefore, a normal negotiator has no incentive to misbeh@till, it is always within the
power of either negotiator to behave incorrectly, and desmgnay prevent the negotiation
from succeeding. For instance, either negotiator can giraport the negotiation at any

time.

Node Processing State Initialization

When a new node is added to a TTG, its processing state shoulutiadized as

follows:

e Atrivial target is fully processed, its satisfaction steteatisfied, and it has no field

state.
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e For arole target{Ky : K.r & Kg), if K.ris a dummy role (defined in a policy
statement), the target is opponent-processed, which ntieainhe opponent cannot
further process it; otherwise, it is verifier-processede iitial satisfaction state for
this target is unknown. If there are fields in the réler, we add a field state for
each field. Initially, each field state has three entries,fonéhe full entry, one for
the bit entry, and one for the range entry. The values of tbesges are set to be

empty.

e A policy target is initially opponent-processed. If theipglbody corresponding to
the policy identifier in this target isue, then the initial satisfaction state is satisfied,

otherwise, the satisfaction state is unknown. There is ma $tate for this target.

e An intersection target is initially opponent-processetie Tnitial satisfaction state
for this target is unknown. If there exist fields in any roleshe intersection target,
we add a field state for each field. Initially, each field stads & full entry, a bit

entry, and a range entry. The values of these entries are Beteampty.

¢ An attribute goal is initially verifier-processed. The #iiite state for the attribute
goal is set to be empty. That is, there is no entry in the attigilstate corresponding

to this attribute goal.

Verifier-Side Processing

We now describe how a negotiatbr processes a node when it is the verifier of the

node. These rules apply to nodes that are not yet markedevepifocessed.

1. Processingl’ = (V: A.R<-S)

(a) For each of/’s local policy statements in whicA.R is a dummy role in the policy
head andolicy-id is the corresponding policy identifiev; can add a policy edgé «
(V :policy-id <~ 5.

(b) V can marKI" as verifier-processed only after (a)dsne meaning that all edges that

can be added according to (a) have been added.
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(c) If one of the policy children has been satisfi#dcopies the values in the field state
of each field from its grandchild, the policy expansion clufdhe newly satisfied policy

child, to the field states in its current target.

2. Processingl’ = (V:policy—id«?—S)

(a) Let[pre-cond-1!] By.Ry N -+ N By. Ry ; [[pre-cond-2 !] ¢ (1, ..., x,)] be the policy
body corresponding tpolicy-id. If pre-cond-1 is a role, sayd;.R;, V can add a policy
control edgel’ «— (V' : A;. Ry «?—S).

(b) After (a) is done andV : A;.R; < S) is satisfied}” can add a policy expansion edge
T—(V:B.RyN---N By.Ry < S). V can also do so in the case that there is no pre-
condition for the intersection.

(c) Suppose there is a constraint for this policypilé-cond-2 is a role, sayds.R,, V' can
add a policy control edg& «— (V : Ay. Ry <~ ).

(d) After (c) is done andV : A,. Ry ba S) is satisfied, or there is no pre-condition for the
constraint,) can add a tag to the policy expansion edge with the constraint

(e) V can markTl as verifier-processed only after (d)dene or if there is no constraint
for the policy after (b) islone or if (a) isdoneand the policy control child added in (a)
has been marked fail.

() T is satisfied only if its policy expansion child has been $atilsand the constraint (if
exists) in the tag has been satisfied. The constraint cardbesg®d only if there is enough
information in the field states corresponding to the reqliirglds. There are the following

three cases.

e When each of the variables in the constraint has in its fullyeintthe field state a
non-empty value that is not equalftdse (i.e., all the required attribute values have
been fully disclosed)V” determines whether those values satisfy the constraints in
the policy statement identified by policy-id. If the congttas satisfied)” marksT’
to be fully-satisfied; otherwisé/ marksT to be failed. If the constraint is public,
then bothl” and S can verify the constraint; otherwise, only verifies the con-

straint.
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e When each of the variables in the constraint has in its full bhekntries in the
field states non-empty values not equafdise (i.e., V' is allowed to see either one
bit or full information for each of the required attributesthe constraint), if the
constraint is privatel” runs a private policy evaluation protocol withto evaluate
the constraint using the location information stored in biteentries of the field
states. If the constraint is publié, can prove tol” using zero-knowledge proof
techniques that her attributes satisfy (or do not satisfg)donstraint by using the
information stored in the bit entries of the field states &niafy the credentials and

fields within them from which each variable in the constrabtains its value.

¢ When some variables in the constraint have in their rangéesnirthe field states a
non-empty value that is not equalftdse (i.e., all the required attribute values have
been disclosed with certain precisiong),checks whether the range information
in these range entries of the field states, when added to Hirlale information
about the other variable values, is enough to determinehghd¢tie constraint can
be satisfied. If the range information is enough to evaldsecbnstraint}” verifies
the constraint accordingly. If the constraint is satisfigdmarks7" to be fully-
satisfied, otherwisd, marksT to be failed. If the constraint cannot be evaluated,
the satisfaction state @f remains unknown. If the constraint is public, then bth

andS can verify the constraint, otherwise, orilfyverifies the constraint.

3. Processingl’ = (V:B;.Ri N --- N By.Ry < 5)

(a) V can add the: intersection edgeq, < (V:Bi.RZ-«?—KS% 1<i1<k

(b) V' can markI verifier-processed only after (a) is done.

(c) For each of its intersection children, if it has beens§itil,V copies the values in the
field state of each field from the child target to the field staikits current target. The

intersection target is satisfied if all of its intersectidnldren are satisfied.
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Opponent-Side Processing

We now describe how a negotiatSiprocess a node when it is the opponent of the ver-

ifier of the node. These rules apply to nodes that are not ygtadapponent-processed.

1. Processingl’ = (V: A.R<-S)

(a) If there exists a policy statement with hedisiclose (ack, A.R), S can add an attribute
control edgel” — (S': ack-id « V'), whereack-id is the policy identifier for the ack policy.
(b) After (a) is done ands : ack-id ba V') is satisfied (if it exists), ifS has the credential
A.R+— S, and if there exist a policy statementid with headdisclose(ac, A.R), S can
add an attribute control edge— (S:ac-id «- V).

(c) After (b) is done andS : ac-id b V) (if it exists) is satisfiedS can add the credential
edgel —(V:S & S). OnceS reveals her credential. R «— S, S markT" to be fully-
satisfied. If the credential disclosed is a traditionalitiedte (and all the attributes in the
credential has been disclosed as well)copies the attribute values to the full entries of
the field states in nodg.

(d) After (a) is done andsS : ack-id & V') is satisfied, ifS has a delegation credential
A.R«— Ay.R,, S can add the credential ed@e— (V : A;.R; <~ S).

(e) S can marKl’ as opponent-processedifis satisfied, or all of the above steps are done.

2. Processingl’ = (V :attr <~ 5)

(a) If there exists a policy statemefiill-id with headdisclose(full, attr), S can add an
attribute control edgé” « (S : full-id & V). S adds a full entry to the attribute state and
sets its value to benknown. If the attribute control child has been satisfi€dsets the
full entry of the attribute state to lreue. Once the full entry of the attribute state becomes
true, S reveals the attribute value correspondingittr, and copies the value to the full
entry of the field state in the parent nod€lof

(b) If there exists a policy statemehit-id with headdisclose(bit, attr), S can add an
attribute control edgé” < (S : bit-id & V). S adds a bit entry to the attribute state and
sets its value to benknown. If the attribute control child has been satisfi®dsets the bit

entry of the attribute state to heue. Let us denote” to be the parent node af. Once
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the bit entry of the attribute state becomeas, S writes the identity ofP to the bit entry

of the field state inP.

(c) If there exists a policy statemeninge-id with headdisclose(range, attr, precision),

S can add an attribute control ed@e— (S range—id«?— V). S adds a range entry with the
precision parameter to the attribute state and sets ite ¥albeunknown. If the attribute
control child has been satisfiefl sets the range entry of the attribute state torbe Then

S runs a zero-knowledge proof protocol withto prove thatittr belongs to a range with
certain precision, and writes the range value into the ramgey of the field state in the
parent node of .

(d) S can markT as opponent-processediifis satisfied, or all of the above steps are

done.

6.3.6 Example of The ETTG Protocol

We now give an example that illustrates the ATNL languagetAecdETTG protocol.
This is a simple instance of the ETTG protocol and illussdtee usage of the first three
properties described in Section 6.1. Referring to the bao&stixample in Section 6.2, we
depict the final TTG in Figure 6.4. Alice and BookSt run the ET@rGtocol as follows: As
BookSt wants to see the proof BbokSt.discount «— Alice in order to grant Alice access,
BookSt creates the primary target (node 1) for the negotiatial sets its satisfaction state
to be unknown. If node 1 becomes satisfied, then the negwtiaticceeds. In BookSt's
policy base, there is a policy statementl( for BookSt.discount, hence BookSt creates
a policy target (node 2) and adds a policy edge between nodel hade 2. As the
policy statement:/1) has no pre-conditions, BookSt reveals the policy by addipgliay
expansion child (node 3) and a constraint tag between tlenpémode 2) and the child
(node 3). Based on the policya(l), BookSt wants to see Alice’s phone number and wants
to know whether Alice’s program and DoB satisfy his consiraiBookSt then creates
node 4, 5, 6 and adds them as intersection children to nodae& e roleBookSt.DoB
is a dummy role and there are policiesq, m3) associated with it, BookSt adds a policy

target (node 7) as the policy child to node 6. BookSt then adutsliay expansion child
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‘ 1. B: B.discount <~ A ‘ —> Credential edges
T = Control edges

—  Other edges
2.B:ml <+~ A

3. B: StateU.stu(prog = x1) N B.DoB(val = x2)

(x1="cs") A (x2>°1/1/1984")

N Any.phone(val = x3) <— A
A
‘4. B: StateU.stu(prog =x1) < A ‘ ‘5. B: B.DoB(val =x2) < A ‘ ‘6. B: Any.phone(val = x3) <— A ‘
N 4 A A
‘11.B:CoS.stu(prog=x1) <—A‘ ‘7.B:m2 —A ‘ ‘9. B:m3 <A ‘ ‘19. B: phoneNum<—A‘
A A \
8. B: BMV.driver(DoB=x2) < A | |10. B: Gov.pass(DoB=x2) < A| | Ful
AC ) 1
12A:pl < B | [14B:A—A] 15.B:DoB — A | 20.A:p3 —B
‘ Range, T, i
year
‘16.A: p4 < B ‘ ‘17.A: p2<B ‘
13. A: StateU.business < B ‘ ‘ 18. A: BBB.process < B

21.A:B<—B

Figure 6.4. Final TTG for the bookstore example. In this fegur de-
notes the symbot-, A denotesAlice, andB denoteBookSt. The white
nodes are created BookSt and the grey nodes are createdAdyce.

(node 8) to node 7. Similarly, BookSt adds node 9 and 10. BsdignBookSt wants to
see Alice’s DoB from either a driver license or a passportwNBmokSt cannot process
the TTG any more.

After receiving the TTG from BookSt, Alice begins to procelss graph. Alice first
discloses her credential (as itis not sensitive) and adds a credential child (node3hé
cannot disclosure her student credential)(immediately, as there exists an AC policy
(p1) for n2. Therefore Alice adds a policy target (node 12) and expanudsth a role
target (node 13). Note that the edge between node 11 and h2atsrédoute control edge,

which means that if node 12 is satisfied, then Alice can dsscloer student credential
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(n2). Alice also reveals her digital driver license (withoutealing her DoB) to BookSt,
creates a trivial target (node 14), and adds a credenti& ketyveen node 8 and node 14.
At this point, Alice notices that she needs to prove she isigeuthan ‘1/1/1984’ and to
reveal her phone number, she adds an attribute goal (noderla¢r DoB attribute and
another attribute goal (node 19) for hgtoneNum, she also expands the TTG by adding
nodes 16, 17, 18, 20. As the node 16 is trivially satisfied #hee the policy fop4 is
true), Alice proves to BookSt that she is born in 1986. Alice’s ye&lirth flows up from
node 8 to node 3.

BookSt adds a trivial target (node 21) and shows to AliceshiseU.businessLicense
certificate andBBB.goodSecProcess certificate, which triggers the satisfaction of the
nodes 12 and 20. Alice then reveals her student credenfph(d her uncertifieghoneNum.
The values of Alice’s attributerogram andphoneNum flow up to node 3, where BookSt
verifies that Alice’s attributes satisfy the constrainmally, the primary target is satisfied

and the negotiation succeeds.
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7 RELATED WORK

7.1 Automated Trust Negotiation

Automated trust negotiation was introduced by Winsboroeigdl. [7], who presented
two negotiation strategies: an eager strategy in which tregos disclose each credential
as soon as its access control policy is satisfied, and a fpamsous” strategy in which
negotiators disclose credentials only after exchangirfigcgnt policy content to ensure
that a successful outcome is ensured. Yu et al. [10] devdlagamily of strategies called
the disclosure tree family such that strategies within #meiy can interoperate with each
other in the sense that negotiators can use different gieatevithin the same family.
Seamons et al. [8] and Yu and Winslett [11] studied the proldé protecting contents of
policies as well as credentials.

On the aspect of system architecture for trust negotiaki@ss et al. [76] proposed the
Trust Negotiation in TLS (TNT) protocol, which is an extemsito the SSL/TLS hand-
shake protocol by adding trust negotiation features. Wihgt al. [46] introduced the
TrustBuilder architecture for trust negotiation systems.

The problem of leaking attribute information was recogdizg Winsborough and
Li [9], Seamons et al. [77], and Yu and Winslett [78]. Winstwgh and Li [9,12,79] in-
troduced the notion of acknowledgement policies to prdtastinformation and provided
a formal notion of safety against illegal attribute infotioa leakage. Further, Irwin and
Yu [80] proposed a general framework for the safety of tregfatiation systems, in which
they developed policy databases as a mechanism to helpyprewvaeuthorized information
inferences during trust negotiation.

Bonatti and Samarati [81] proposed a framework for reguigsiarvice access and
information release on the web. Their framework supports loertified attributes and

uncertified attributes. Bertino, Ferrari, and Squiccigpmposed Trusy: [82—85], a com-
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prehensive XML-based framework for trust negotiationgcsjcally conceived for a peer-
to-peer environment. Trusgpresents a number of innovative features, such as the guppor
for protection of sensitive policies, the use of trust tiski® speed up the negotiation, and

the support of different strategies to carry on a negotmatio

7.2 Cryptographic Approaches to Automated Trust Negotiatio

Recently, several cryptographic protocols have been peapts address the limi-
tations in ATN. For example, oblivious signature based kpeas [45], hidden creden-
tials [22, 68], oblivious commitment based envelopes in @ap, and secret handshakes
[71, 73] can be used to handle policy cycle problems. Accesfral using pairing-based
cryptography [86], anonymous identification [87], certifimput private policy evalua-
tion [88], hidden policies with hidden credentials in Chagigand also in [67, 89]), and
policy-based cryptography [90] are proposed to addresprifiacy issues in access con-
trol, in particular, these protocols can be used to protextserver’s policy and the client’s
identities or attributes. While all the above protocols aeful tools and building blocks
for ATN, they are not general enough to solve arbitrary tnesjotiation problems in a

systematic way.

7.3 Anonymous Credential Systems

Anonymous credential systems (also called pseudonymrag${@9—-33] enable busi-
ness transactions to be conducted in an anonymous yet &atted manner. Similarly
to OACerts, in anonymous credential systems, a user can elvdoish information in a
credential, and which aspects of that information, to @selor prove to another party.
For example, suppose a credential asserts that Alice’ssa@#. iThen Alice can prove to
Bob that her age is over 18 without revealing the exact valueeofage. This property
is desirable in trust negotiation because it minimizes tiiermation revealed during an

interaction and enhances privacy protection.



117

7.4 Secure Function Evaluation

Secure Function Evaluation (SFE) [23,26,41] is a powentfdl @eneral cryptographic
primitive. In SFE, Alice and Bob each have private data (8ayor Alice andz 3 for Bob),
and they want to computéz 4, 5) where the functiory is known to both Alice and Bob,
andf(z4,zp) is efficiently computable by someone who had bethandzz. However,
neither Alice nor Bob is willing to disclose his/her privatatd to the other or to a third
party. Informally speaking, a protocol that involves onliyc& and Bob, is said to be secure
if, at its end, Alice and Bob have learned onflyr 4, x5). The history of the multi-party
computation problem is extensive since it was introduced©iy and extended by [41]
and others. Broadly speaking, it has been established thia #xists a secure protocol
to evaluate any well-defined function, no matter how compldawever, [92] states that
although the general secure multi-party computation gl solvable in theory, using
the solutions derived by these general results can be irtigmhdn other words, efficiency
dictates the development of special solutions for speeisés. Therefore, for efficiency
reasons we might need to either transform the computattoraidifferent form or provide
a customized solution.

Selective Private Function Evaluation was introduced bye@taet al.[93] whose goal
is for Bob to compute a private functiof{x;,, ..., x;,,) over a subset of Alice’s database
x =u,...,T, Without revealing Bob’s function. In their, the authors feed on the case
where f andm are public but then locations in the database are private to Bob.

Abadi and Feigenbaum [94] introduced the notion of Secureu@iEvaluation. In Se-
cure Circuit Evaluation, Alice has a private inpuand Bob has a private circuit. In the
end Alice learns the valu€(x) but nothing else about. Sander et al. [95] improved the
previous results and gave an efficient one-round protocadoure evaluation of circuits

that have polynomial size and depitilog n).
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8 SUMMARY

In ATN, two parties exchange digitally signed credentialgttcontain attribute informa-
tion to establish trust and make access control decisioowekfer, in existing approaches
to ATN, there are several limitations due to the privacy ¢aists. In this thesis, we

introduced a number of techniques that address thesetiiomsa In particular,

e We proposed OACerts, an attribute certificate scheme ediyatgsigned for ATN.
We presented an efficient and provably secure solution foyphlding access con-
trol using OACerts, which enables Bob to decide whether Adicertified attribute
values satisfy Bob’s policy, without Bob learning any othdormation about Al-

ice’s attribute values or Alice learning Bob’s policy.

e We gave an efficient protocol for Alice and Bob to negotiatestirguch that Alice
does not learn Bob’s credentials and policies, and Bob dodsarot Alice’s creden-
tials and policies. The only information they learn is whetthe trust between them
can be established, or in other words, whether Alice is dikgfor Bob’s service
or resource. Our work is a substantial extension of the -stfatee-art in privacy-

preserving trust negotiations.

e We have introduced a framework for ATN that supports the daetbuse of sev-
eral cryptographic credential schemes and protocols et been previously in-
troduced piecemeal to provide capabilities that are useftdrious negotiation sce-
narios. Our framework enables these various schemes tornbeied flexibly and

synergistically, on the fly as the need arises.
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