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Abstract
An efficient recovery protocol for lost messages is crucial for supporting reliable multicasting. The tree-based recovery protocols group nodes into recovery regions and designate a recovery node per region for buffering and retransmitting lost messages. In these protocols, the recovery host may get overloaded during periods of large message losses and costly remote recovery may be initiated even though a peer node has the lost message. To address these drawbacks, the Randomized Reliable Multicast Protocol (RRMP) was proposed which distributes the responsibility of error recovery among all members in a group. The pressure on the buffer and computational resources on the intermediate nodes is increasing due to the wide distribution of multicast participants with widely varying reception rates and periodic disconnections. In this paper, we propose the Lightweight Randomized Reliable Multicast (LRRM) protocol that optimizes the amount of buffer space by providing an efficient mechanism based on best-effort multicast for retrieving a lost message. A theoretical analysis and a simulation based study of two realistic topologies indicate that LRRM provides comparable recovery latency to RRMP for lower buffer space usage. While presented in the context of RRMP, LRRM can also benefit other tree-based reliable multicast protocols.
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1. Introduction
Multicasting is an efficient way of distributing data from a sender to multiple receivers. IP multicasting uses best effort delivery semantics which implies that multicast packets can be lost, delayed, duplicated or delivered out of order. There has been considerable interest in augmenting the best-effort nature of IP multicast protocols to support reliable multicast capable of tolerating message losses and node failures. A number of solutions have been proposed, notable among which are the tree based protocols. The basic tree-based protocols (RMTP [4], TRAM [5], TMTP [11] and LBRRM [9]) group the receivers into a number of regions based on criterion such as administrative domains, geographical proximity, or distance from the sender. Each region selects a designated recovery host to facilitate recovery of lost packets in that region. The designated recovery host buffers packets to enable local recovery of the packets. These protocols, however, suffer from the drawback that under high message loss rates in a region, the designated recovery host may get overloaded with recovery requests. Further, costly remote recovery may be performed even if a host in the local region has the packet being requested since packets are only requested from ancestors in the tree structure and not from siblings. Birman et al. proposed the Randomized Reliable Multicast Protocol (RRMP) [1] to address these drawbacks. RRMP improves the robustness of tree-based protocols by diffusing the responsibility of error recovery among all members in a group. RRMP groups receivers into a hierarchy, similar to the tree-based protocols. However, RRMP lets each receiver, which experiences a message loss, send its repair request to a randomly selected receiver in its local region and with a small probability, to some randomly selected receiver in a remote region. If no reply is forthcoming from the initially selected node, then the receiver picks a different node to try the local and the remote recovery. The reliability of the protocol depends on statistical properties of its randomization algorithm which have been formally analyzed in [1]. These parameters, such as the probability of initiating a remote recovery procedure, can be tuned according to application requirements for message traffic and delay. The results demonstrate that the protocol achieves fast error recovery with low overhead, compared to tree-based protocols like TRAM [5]. In [2], the authors propose techniques to reduce the buffer requirements at
the intermediate hosts that may act as recovery hosts and show the tradeoff between recovery latency and buffer requirement.

As reliable multicast protocols are deployed over wide area networks, it is a likely scenario that the intermediate nodes are light weight and constrained in their buffer space and processing capabilities. Further, receivers with widely varying reception rates and periods of disconnection result in large buffer space requirements. The recovery nodes may be network devices, such as switches, that service multiple flows. Therefore it is important to minimize the amount of buffer space used at intermediate recovery nodes. In this paper, we propose a new protocol, based on RRMP, called Light-weight Randomized Reliable Multicast (LRRM) to solve this problem. LRRM, like RRMP, distributes the responsibility for recovery among multiple nodes in a region. However, it uses an efficient multicast based method for disseminating the request for locating the recovery host to retrieve lost packets. This allows the protocol to reduce the number of redundant copies of a packet that need to be buffered in a region without affecting the lost message recovery latency. Overall, LRRM shows better storage space utilization, i.e., exhibits lower buffer usage at intermediate nodes for similar recovery latency. However, LRRM suffers when the network configuration is very dynamic and nodes either move or die. We show the cross-over point for LRRM with respect to RRMP. From a theoretical analysis, we see that for an environment which is not extremely dynamic in terms of node joins and leaves, LRRM has lower recovery latency compared to RRMP. For example, in a group of size 20, if the group membership changes less frequently than every 30 lost messages, LRRM is favored. For more frequent group changes, the cost of multicast tree formation in LRRM causes it to under-perform RRMP. The theoretical analysis also brings out the reduction in buffer requirement in LRRM. For example, it shows that for RRMP, at least one-third of the nodes in a region need to buffer packets to achieve a recovery latency equal to that of LRRM in which at most one node per region buffers a packet.

We build simulation models for RRMP and LRRM in ns-2 [6] and perform simulations of two topologies. The first is a real-world topology closely based on the SURAnet backbone, a contemporary WAN interconnecting research institutions in the Southeastern US. The second is a transit-stub topology of 50 nodes generated using the Georgia Tech Internet Topology generator (GT-ITM). The results for topology A show buffer requirement reduction of 10-25% and that for topology B, 100-125%. The simulation results also show that the buffer requirement in LRRM, to maintain a given recovery latency, scales down gracefully as the message loss rate in the environment decreases.

The rest of the paper is organized as follows. Section 2 describes related work. Section 3 describes the RRMP protocol, the motivation for our work, and presents the LRRM protocol. Section 4 describes the theoretical analysis of LRRM and RRMP. Section 5 presents the simulation setup and the experiments. Section 6 concludes the paper and provides some directions for future work.

2. Related work

Reliable multicasting is a well researched problem. Notable among the proposed solutions are deterministic tree based protocols, randomized tree based protocols, and probabilistic protocols.

Deterministic tree based protocols have been shown to be a scalable way of reliably disseminating multicast messages that avoid the problem of ack/nack implosion at the sender. Several deterministic tree based protocols have been proposed, such as RMTP [4], TRAM [5], LBRRM [9], and TMTP [11]. These protocols are based on the general principle of forming repair groups and logically arranging them in tree-like hierarchies. Each repair group has a repair head which caches messages from the sender and services requests for lost messages from the rest of the group members. In case a message is missing at the repair head, it is retrieved from the repair head of the next higher layer in the tree. For dynamic tree based protocols, (e.g., TRAM) the repair head may be reselected based on changing network topologies. Having one such designated repair head has many important implications. First, it is the responsibility of the repair head to maintain a cache of all the messages transmitted to any node in the group. A majority of message recovery requests from the members in a local region should be serviced by the messages in its repair head’s cache. This scheme of having a single repair head per region makes the administration of such regions tractable. All members of the region need to know only the address of this repair head. However, the repair head becomes a possible single point of failure. During periods of large message losses in a region, the repair head may be overloaded with requests for recovery and therefore become a performance bottleneck.

Randomized tree based protocols work by distributing the burden of message recovery among all the members of the local region. This strategy known as distributed error recovery is the basis for a number of protocols including RRMP. The reliability of such protocols depends upon the statistical properties of the
underlying algorithms. Bimodal multicast [12] is a protocol for multicast from many sources to many destinations. In this protocol, a node \( p \) exchanges its message history with a randomly selected neighbor \( q \). The node \( q \) asks \( p \) for any message that it has not seen in an effort to converge to identical message history suffixes. After a certain length of time if a message cannot be recovered, the protocol declares failure and reports it to the higher application layer. It has been shown that the protocol has a bimodal property – with a very high probability, all the nodes will get the multicast message, a small probability that very few nodes will get the message, and a vanishingly small probability that most but not all the nodes will get the message. The recovery latency for the protocol is arbitrary depending on the tunable parameter of periodicity of message exchanges. Another important protocol belonging to this category is Scalable Reliable Multicast (SRM) [14]. In SRM, when a member detects a message loss, it initiates a recovery procedure by multicasting a retransmission request in the local region. Any member having the desired message in its cache responds by multicasting the message with a back off mechanism being used to prevent redundant requests and replies. Since the replies are multicast, in the cases of isolated members losing a message, SRM leads to redundant message traffic. The hierarchy in SRM is used only for distributing session messages. SRM does not exploit the tree structure to designate local recovery regions for sending retransmission requests and replies. Since SRM is designed for “many-to-many” multicast applications, the hierarchy is not organized with respect to a given source. 

Probabilistic reliable multicasting protocols are based on the concept of gossiping and have been proposed mainly for environments where the underlying network provides little determinism, such as sensor networks. Anonymous Gossip (AG) [15] is one of the early protocols to employ probabilistic techniques to provide reliable multicast. In this protocol a node randomly contacts another member of the multicast group and sends it information about messages that the node has received or not received. The receiver checks to see if it has received any of the messages listed and based on this, the two nodes exchange messages which are not part of each others message history. However, AG shifts the responsibility for membership management and initial packet dissemination to the Multicast Ad Hoc On-Demand Distance Vector (MAODV) layer and thus presupposes the existence of a multicast infrastructure, albeit best-effort. Route Driven Gossip (RDG) [10] is another protocol that falls in this class. It provides reliable multicast services on top of best-effort unicasts. Each member of a multicast group “talks” to a random subset of members of the group about its knowledge of the “state” of the group, e.g., the multicast messages received by the group. Lost state is recovered in a peer-based style. Each member of the group periodically sends gossip messages with IDs of recent received and missing messages to a random subset of members in the group to whom the routes are known. A given receiver responds to this “gossiper-pull” by sending the requested message only if the requested message won’t be gossipied by it anymore. Stochastic analysis using epidemic theory enables the protocol to achieve a desired tradeoff between reliability and scalability by adjusting the protocol parameters and provide performance prediction of such protocols. RDG uses the parameters of fanout, the number of the randomly chosen members for gossiping, and quiescence threshold, maximum number of times a message can be gossipied, to obtain the required levels of reliability. These protocols differ from the randomized tree-based protocols in that they do not assume or create a tree structure in the network. These protocols are targeted to environments either with very large scalability requirements, e.g. hundreds of thousands of nodes as in a sensor network, or large error rates, e.g. ad-hoc wireless networks, where the only feasible reliability guarantees are probabilistic. In our environment, we have to provide deterministically reliable multicast and therefore the design point is different.

3. Protocol Description

In this section, we present the details of RRMP, the motivation for our modifications, and then our protocol LRRM.

3.1 RRMP Protocol

RRMP is a protocol based on the approach of distributed error recovery. The receivers are divided into a number of regions based on their distance from the sender. The regions are arranged in a tree-like hierarchy. Figure 1 shows one such hierarchy. A given receiver maintains information about two regions, the local region, of which it is a part, and the remote parent region, which is its immediate upstream region. For example, a member of Region 2 would maintain group information about the Region 2 as well as its parent region i.e. Region 1. Receivers maintain group membership information of their local as well as parent region by exchange of session messages.

Message loss is detected by discontinuity of the sequence numbers or by exchange of session messages. The error recovery algorithm in RRMP consists of two phases – local and remote. On detecting a message loss, a receiver concurrently initiates the local and the
remote recovery procedure. In local recovery, a receiver $p$ randomly chooses another member $q$ of its region and sends a request for transmission of the lost message. Simultaneously, a timer $t_{DAT}$ is started with a timeout value $T_{Out}$, $DAT$. If $q$ has buffered the message, it responds by sending a unicast reply. Otherwise, $p$'s timer runs out and it chooses another member for a retransmission request. In remote recovery, $p$ chooses a member $r$ at random from its parent region and requests for the lost message. If $r$ has the lost packet then it replies, else it notes down that $p$ is waiting for a requested packet and initiates local recovery in its own region. When $r$ receives the packet, it sends a unicast reply to $p$. When $p$ receives a repair message from a remote member, it checks whether the message is a duplicate. If not, $p$ multicasts the retrieved message in its local region. This is because remote recovery assumes that with a high probability no other member in the group has the message.

 Receivers in RRMP have two types of buffers, short term and long term. All received messages are stored in the short term buffer for a certain time $T$. If no retransmission request is received for a message within a time interval $T$, a decision is made to either discard this idle message or store it in the long term buffer with a probability $P_{ShortToLong}$. The value of $P_{ShortToLong}$ is chosen in such a manner that the expected number of long term bufferers in a given local region is a constant $C$. Eventually, a message for which no retransmission requests have been received is deleted from the long term buffer. Implicitly, the short term buffer memory is considered a more precious resource, which offers faster recovery. Therefore, an increase in the hit ratio in the short term buffer will reduce the recovery latency. A more detailed description of the RRMP protocol and its performance benefits over tree based protocols can be found in [1].

![Figure 1. Hierarchy of regions used in RRMP and LRRM](image)

**Motivation for LRRM:** RRMP makes extensive use of unicast requests to search for lost messages. To achieve reasonable recovery latency, a sizeable number of members $C$ of a region must store messages in the long term buffer. The choice of $C$ reflects a trade off between buffer requirements and recovery latency. Smaller values of $C$ lead to longer recovery latencies. Further, if a large number of members lose messages, then a large number of requests for recovery will be generated. This will prevent the messages from being evicted from the buffers leading to high buffer usage.

### 3.2 Our Protocol: LRRM

We propose a protocol called the **Light-Weight Randomized Reliable Multicast (LRRM)** protocol that reduces the buffer requirements without impacting the recovery latency. LRRM is an extension of the RRMP protocol which builds on its various strengths. The novelty is that LRRM introduces an optimization in the message recovery algorithm used in RRMP. This is based on a parallel search for a local host for recovering lost messages unlike the serial search used by RRMP. This optimization can lead to lower buffer requirements at network nodes, which is useful for a wide class of resource constrained deployments of reliable multicast. However this optimization has to be harnessed carefully to prevent an explosion of replies and control messages and we show how we achieve this.

While the algorithm is defined in terms of RRMP, this technique can equally benefit other tree-based reliable multicast protocols that rely on a single or multiple hosts in a local region for fast local recovery. LRRM is also a tree based protocol with receivers grouped into regions. LRRM maintains information about local and parent region using session messages as in RRMP and has two recovery phases – local and remote.

**Local Recovery:** For local recovery in RRMP a node sequentially searches its neighbors to find a node that has the lost message in its buffers. Intuitively, it is known that querying all local neighbors simultaneously will lead to lower recovery latency. However, such an approach has the potential drawback of the overhead of multiple replies. We propose to use the multicast based approach for querying all the nodes in the local region in an intelligent fashion to counter this potential drawback leading to an overall performance improvement. Note that the multicast primitive being used is best-effort, while the primitive being provided is reliable multicast. For local recovery in LRRM, the node experiencing a message loss multicasts the recovery request to all the nodes in the local region. Multicasting helps avoid the delay associated with the sequential sending of unicast requests to the members of the region, as in RRMP. Any member of the local region that has the lost message sends a reply to the originator of the request. However, LRRM incurs the
additional cost of multicast tree formation whenever the membership of the local group changes.

**Request Suppression:** A problem which has daunted the use of multicast requests for error recovery is that it can lead to unwanted message flooding in certain cases. If two or more members simultaneously detect a message loss, they can make redundant multicast requests. To address this problem, LRRM uses a back-off algorithm for request suppression. When a node detects a message loss, it waits for a random time before multicasting a request for the message (Figure 2(a)). The choice of the back-off time depends on the following factors - local region size, region diameter, and the speed of the network links, which are combined into a maximum intra-region round-trip delay metric and a certain multiplicative factor of that is used in our protocol. Other members who hear a multicast request for a message that they themselves have not received, suppress their own multicast. Instead, each such node sends a unicast request to the original node which initiated the protocol for recovery of the message (Figure 2(b)). Now it becomes the responsibility of the originator to deliver this message to other requesting nodes once it retrieves the message (Figure 2(c)). If the originator node receives a large number of unicast requests exceeding a threshold $\delta_{REQ}$, it multicasts the repair message in the local region. Otherwise, it sends unicast repair messages to each requesting node.
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**Figure 2. Local Recovery Process**

(a) node $p$ loses the message and sends multicast request. (b) Nodes $q$ and $r$ that have lost the same message perform request suppression. (c) Node $p$ gets the message from node $n$ and sends unicasts to nodes $q$ and $r$.

Another problem with using multicast requests for message recovery is duplicate replies which are received if more than one local node has the message in its buffer. This problem is handled in our message buffering scheme by probabilistically having at most one node in a region buffer a message. This is described later in this section.

**Remote Recovery:** Local recovery is able to satisfy a message loss request if even a single member has a copy of the requested message. However, in certain scenarios, such as localized congestion in a region of the network, all the members in a given region may miss a given message. To handle such scenarios, LRRM supports a remote recovery phase. In the remote recovery phase, the originator of the multicast request randomly chooses a member $M$ from its parent region and sends a unicast request for the lost message. If $M$ has the requested message, it services the request by a unicast reply; otherwise it follows the same multicast based local recovery algorithm in its region and services the request after it has acquired the message. This process can continue in a recursive fashion and in the worst case, the message can be retrieved from the original sender, which is guaranteed to have it.

To facilitate fast message recovery, the remote recovery phase is launched concurrently with the local recovery phase. The inter-region communication latency is typically several orders of magnitude larger than the intra-region latency. Further, sending too many remote recovery requests to the parent region may lead to unnecessary multiscats in the parent regions. Therefore, concurrent remote recovery phase is launched with a probability $P_{\text{RemoteInitiate}}$. The node waits for a timeout period $T_{\text{OutRemote}}$ after initiating the local recovery and if it does not get a response within the timeout, the remote recovery is deterministically initiated. The choice of parameter $P_{\text{RemoteInitiate}}$ depends on the average message loss rate, the size of the region, and the intra-region and inter-region round trip times. The parameter $P_{\text{RemoteInitiate}}$ can be adjusted according to application needs and environmental constraints. For example, in an environment with high loss rates and small buffer availability in the local region, $P_{\text{RemoteInitiate}}$ should be kept high to ensure reasonable recovery latencies.

**Buffering Scheme:** LRRM uses multicasting to service loss requests. This implies that, in a given local region, even a single copy of a lost message is capable of servicing the lost message request. This lowers the overall memory requirement and special long term buffers to augment buffer memory are not required. Therefore LRRM replaces the short and long term types of message buffers by a single type of buffer. To reduce the buffer requirements further, LRRM tries to maintain at most one copy of a message per local region. When a receiver receives a message, it uses a hash function on the message sequence number mapping it to a node ID to determine whether it should store the message. If the hash value matches the node’s ID, it buffers the message with a probability $P_{\text{buffer}}$. LRRM does not try to store copies of all the messages in a region because with moderate message loss rates, retransmission requests for most of the messages will never be issued. The value of probability $P_{\text{buffer}}$ is a
configure parameter chosen based on message loss rates. LRRM assumes dynamic membership because of which the unique node which would have stored the message cannot be identified without storing the entire membership history. Thus unicast requests can’t be used in place of multicast request to obtain a lost message as in [3].

4. Theoretical Analysis

In this section, we build a mathematical model for the recovery latency and the buffer utilization in RRMP and LRRM. We plot the two metrics using representative values of input parameters and compare the two schemes.

Table 1. Terminology used in LRRM and RRMP

<table>
<thead>
<tr>
<th>L</th>
<th>Average inter-region latency</th>
<th>lo</th>
<th>Average intra-region latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>T Remote</td>
<td>Time for remote recovery in a given region.</td>
<td>T Local</td>
<td>Time for local recovery in a given region</td>
</tr>
<tr>
<td>P Remote</td>
<td>Probability of successful remote recovery</td>
<td>P Local</td>
<td>Probability of successful local recovery</td>
</tr>
<tr>
<td>V</td>
<td>Average region size</td>
<td>T LRRM</td>
<td>Average time of local recovery in LRRM</td>
</tr>
<tr>
<td>T f</td>
<td>Amortized time for multicast tree formation</td>
<td>T m</td>
<td>Average time of a multicast request</td>
</tr>
<tr>
<td>T r</td>
<td>Time to register a request for a lost packet with the original sender</td>
<td>T b</td>
<td>Time for back-off</td>
</tr>
<tr>
<td>T u</td>
<td>Time for unicast reply</td>
<td>D</td>
<td>Average depth of elements in multicast tree</td>
</tr>
</tbody>
</table>

4.1 Recovery Latency

In this analysis, we derive the recovery latency in LRRM and RRMP, taking both local and remote recovery into account. In a given local region, each node constructs a multicast tree with it being the source. To accommodate dynamic membership changes, a node reconstructs its multicast tree after every instance of node a joining or leaving in the group. We assume that such membership changes happen on an average once in every k message losses. The recovery latency in the local region, as shown in Section 3, is either (a) the sum of the times taken to back off, make a multicast request, receive a unicast reply from a repair node and once every k times, construct a local multicast tree or (b) the sum of the times taken to back off, register a request with the originator of a multicast request, receive a unicast reply from the originator of the multicast request, and once every k times, construct a local multicast tree.

Then the average local recovery latency is

\[ T_{lrrm\_local} = \frac{1}{k} [T_l + k (T_b + (T_m or T_f) + T_u)] \]

In order to analyze the latency, we assume that the sender of any message in the protocol is at the root of a tree. For simplicity of analysis we consider the tree to be balanced. A balanced tree structure for the multicast tree leads to \( T_m \) being \( O (\log V) \). The value of back off has been empirically chosen to be 4 times the maximum round trip time. Further, the cost of computing a minimum spanning tree knowing the costs of all graph edges using Prim’s algorithm is \( O (V^2 \log V) \). This assumes that the graph structure and edge costs are available in the form of an adjacency list representation of the graph. So, the computation of MST is to be preceded by all nodes reporting their adjacent lists. Since the actual packets containing the adjacency lists from all nodes will be small it can be assumed that these packets can be received simultaneously i.e. the time for uploading/downloading these packets is negligible compared to the latency in delivering these packets from individual nodes to the root of MST. Therefore, the latency will be given by the maximum latency among all the nodes. The worst case maximum latency for a graph with V vertices is \( O(V) \). So the total time for multicast tree formation is \( O(V) + K_{proc}.O (V^2 \log V + \log V) \). The factor \( K_{proc} \) has been introduced to highlight the fact that the second term represents computation on a processor and time spent in this computation is a few orders of magnitude smaller than the first term that represents network delays. For most practical systems we may choose to ignore the second term without significant loss of accuracy. Average value of \( T_r \) and \( T_u \) for a balanced tree is \( O(\log V) \) which is the average distance in number of hops from a node to the root, which is nothing but the average depth of the tree.

\[ T_{lrrm\_local} = \frac{1}{k} : \left[ V + k (T_b + (\log V) + \log V) \right] = \frac{1}{k} : \left[ V + k (4 + 2 \cdot \log V) \right] \]

The analysis in [1] states that the local recovery latency for RRMP is \( O(\log V) \). This assumes that all the nodes which are unable to service a request join in the querying phase searching for the lost message. But this incurs the overhead that each node needs to maintain state about all the requests that it has been unable to satisfy and must continuously query for that lost message. Once the source gets the message from some node, it should send out a multicast and ask all other queries to quiesce. The protocol as described in [1] does not do this. A node which does not have a message being asked of it simply ignores the request. The average path length to neighbors is
O(\log V) and on an average successful recovery occurs after V/2 queries.  
\[ T_{\text{rrmp,local}} = \frac{(V \cdot \log V \cdot \text{lo})}{2}. \]

Since, the recovery latency depends on both the local and remote recovery phases, the time of recovery at level \( d \), given by \( T^d \), is  
\[ T^d = (P_{\text{local}} \cdot T_{\text{local}}) + (P_{\text{remote}} \cdot T_{\text{remote}}) \]  
where  
\[ T_{\text{remote}} = T^{d-1} + L \]

**Recovery Latency for LRRM**

Recovery latency in LRRM is given by  
\[ T_{\text{lrmm}} = (P_{\text{local}} \cdot T_{\text{lrmm,local}}) + (P_{\text{remote}} \cdot T_{\text{lrmm,remote}}) = P_{\text{local}} \cdot (\text{lo} \cdot \frac{1}{k} \cdot \frac{V}{k} (4+2 \cdot \log V)) + P_{\text{remote}} \cdot (T^{d-1} + L) \]

As \( P_{\text{remote}} \) is a small value and we assume a uniform local region size of V, we can ignore terms of this recurrence relation beyond one level higher. Then,  
\[ T_{\text{lrmm}} = P_{\text{local}} \cdot (\text{lo} \cdot \frac{1}{k} \cdot \frac{V}{k} (4+2 \cdot \log V)) + (P_{\text{remote}} \cdot (\text{lo} \cdot \frac{1}{k} \cdot \frac{V}{k} (4+2 \cdot \log V))) + L) \]  

**Recovery Latency for RRMP**

For RRMP, \( T_{\text{rrmp,local}} = (V \log V \cdot \text{lo})/2 \) and \( T_{\text{rrmp,remote}} = L + (\log V \cdot \text{lo}) \). The time for remote recovery is \( \log V \) instead of \( V \cdot \log V \) because when a node in a parent region gets a request to recover a message, it uses a protocol based on epidemic theory to spread out the query. Again ignoring the possibilities of having to query more than one level higher up, we have  
\[ T_{\text{rrmp}} = P_{\text{local}} \cdot (V \log V \cdot \text{lo})/2 + (P_{\text{remote}} \cdot (L + (\log V \cdot \text{lo}))) \]  

**Figure 3. Ratio of recovery latencies against period of multicast tree formation**

Using the two expressions (1) and (2), we plot the ratio of recovery latencies for RRMP and LRRM with the frequency of changes in network topology as the control parameter. The values of the input parameters are \( \text{lo} = 5 \text{ms} \) and \( L = 50 \text{ms} \). The number of long term bufferers for RRMP is chosen such that its buffer utilization is the same as that of LRRM.

Figure 3 shows that for a given region size as the frequency of creation of the multicast tree is reduced, i.e., the environment becomes less dynamic with respect to node joins and leaves, LRRM performs better. The cost of multicast tree formation increases with the increase in the region size and consequently the results get biased against LRRM. However, for reasonable group sizes (~20), the crossover point is still low enough (~30 lost messages), that LRRM can handle fairly dynamic environments. It must be noted that incorporating the cost of constructing a multicast tree is a fairly pessimistic estimate of the performance of LRRM. Typically, the local regions in LRRM will map to administrative domains each on a separate LAN. In such a scenario, LRRM does not have to construct a multicast tree. It can use broadcast instead, since broadcast does not consume any more network resource than unicast or multicast on a typical Ethernet based LAN.

### 4.2 Buffer Utilization

Here we derive the buffer capacity needed to guarantee a given recovery latency. Let the node which has lost a message be \( X \). Further, let the number of long term bufferers in the region be \( C \). The probability that \( X \) gets the message in the first try is \( P_1 = \frac{C}{V} \). The probability that \( X \) gets the message in the second try is \( P_2 = (1-C/V) \cdot C/(V-k) \).

Proceeding in this fashion, the probability that \( X \) will get the message in the \( i \)th try is  
\[ P_k = (\prod_{i=1}^{k-1} 1 - \frac{C}{V-i}) \cdot C/(V-k+i) \]

In the worst case, the node contacts the repair node in the \( (V-C) \)th attempt, assuming it contacts the \( (V-C-I) \) nodes (except itself) that do not have the message before getting lucky. So, the value of \( k \) in the above series goes till \( (V-C) \).

The expected number of attempts thus will be  
\[ E[\text{tries}] = \sum_{i=1}^{V-C} (i - P_i) \]

\[ T_{\text{rrmp,local}} = (E[\text{tries}] - 1) \cdot (\text{lo} + TOUt_{\text{DAT}})/(2.\text{lo}) \]

\[ T_{\text{lrmm,local}} = \text{Back off} + \text{(Multicast request or registering a request) + unicast reply} \]

Using the values of the parameters, as specified before, we plot the local recovery latencies of both the protocols in Figure 4. RRMP needs more than 30% of the group members to be long term bufferers to perform better than LRRM for local recovery. LRRM’s recovery latency is sensitive to the back off time chosen for the protocol but not on the number of bufferers in a region. In fact, the design of LRRM enforces that at most one node in a region will buffer a packet. The worst case back-off period is chosen conservatively to be 4 times the intra-region latency for this analysis. Also the analysis for LRRM does not model request suppression to simplify the analysis. Recovery at nodes which suppress their repair request is only delayed by time it takes the designated receiver to send a unicast message i.e. \( \text{lo} \).
The above analysis only took local recovery into account. Next, we analyze the total buffer requirements of both the protocols to achieve a given recovery latency, taking both local and remote recovery into account. We assume a relatively static environment so that the multicast tree formation is a one-time cost incurred in LRRM. We use a region size of 30. The recovery latency for both the protocols will depend upon the success of local recovery phase.

![Figure 4. Local recovery latencies with ratio of long term bufferers](image)

For RRMP, we use the probability of success of the local recovery phase ($P_{local} = C/V$) as an input parameter to obtain a set of recovery latencies. For LRRM, we use the probability of buffering a message ($P_{Buffer}$) as the input parameter to obtain a different set of recovery latencies. The y-axis gives the number of bufferers; for RRMP, this is $C(1-C/V)$, for LRRM this is $P_{Buffer}(0 \leq P_{Buffer} \leq 1)$. As shown in Figure 5, RRMP needs 33% of its members to act as long term bufferers to outperform LRRM. An interesting observation for LRRM is that the recovery latency expectedly increases as $P_{Buffer}$ is reduced, but below a probability of 0.4, it decreases. In these experiments, the inter-region latency is one order of magnitude higher than the intra-region latency. Therefore, for very frequent local recoveries (high $P_{Buffer}$), the multicast tree formation cost causes the overall performance to degrade. If the inter-region latency was taken as several orders of magnitude higher as is common in most WANs, then this phenomenon will not be observed.

![Figure 5. Buffer Requirements Vs Recovery Latency with group size=30](image)

The non monotonicity in the plot can also be explained mathematically.

$$T_{LRRM} = P_{Buffer} \cdot T_{local} + (1-P_{Buffer}) \cdot [L + P_{Buffer}T_{local} + \ldots higher terms ignored]$$

$$= P_{B}^2 \cdot T_{l} + (1-P_{B}) \cdot (L + P_{B}T_{l}) = L + (2T_{l} - L) \cdot P_{B} - T_{l} \cdot P_{B}^2$$

Differentiating this expression w.r.t $P_{B}$, we get an optima at $P_{B} = 1 - L/2T_{l}$. This is a maxima since the double differential is negative. For this analysis, $L = 50$ ms, $T_{local} = 45-70$ ms. Hence, the maxima is reached for $P_{B} > 0$. With a larger value of $L$, the maxima will be unreachable in practice.

5. Simulation

In this section, we provide detailed comparative simulation studies of LRRM and RRMP with models built in ns-2 [6].

![Figure 6. Topology A represents a real-life network that connects research institutions in South Eastern USA](image)

Two different network topologies are modeled. The first topology, henceforth called Topology A, as shown in Figure 6 represents a real-world topology of 17 nodes closely based on the SURAnet backbone, a contemporary WAN interconnecting research institutions in the Southeastern US [7]. The second topology, henceforth called Topology B, is the transit-
stub network topology\(^1\) of 50 nodes, generated using the Georgia Tech Internet Topology generator (GTITM) [8]. Links within the transit domains have a bandwidth of 3 Mbps. Links connecting the transit domains to stub domains and links within the stub domains have a bandwidth of 1.5 Mbps. The inter region delay \((L)\) is set to 50 ms, while the intra-region latency \((l)\) is set to 5 ms.

In the SURAnet topology, traffic in the individual routing domains of the research institutions is not modeled. The simulation only considers a multicast scenario where a multicast stream from one institution is being broadcast to a single host in each other university. This represents a real world situation where a major event at an institution like a lecture by a distinguished personality is being webcast to other institutions on the SURAnet. Topology B represents a webcast scenario over a WAN or over the internet. The network consists of multiple LANs and several hosts within a LAN (but not all) are receiving the webcast. This models a situation where a university event is being webcast to student computers in dorms and laboratories.

To make our simulations realistic we also assume background traffic in the networks. Constant Bit Rate (CBR) traffic and ftp traffic both within LANs and between different LANs is modeled. A message loss probability of 5% is assumed for all multicast messages. The simulation is conducted with one randomly chosen node as the originator of multicast traffic that is reliably delivered to all other nodes in the network.

For the remainder of this section, the results from the two topologies are presented together. Sub-figure (a) represents the results for topology A and (b) for topology B. As we saw from the theoretical analysis, LRRM has lower buffer requirements compared to RRMP to achieve a given recovery latency. However, the analysis made simplifying assumptions – it used asymptotic complexities and costs (big-O notation), considered only long term buffering in RRMP, and ignored the possibility of a message request being satisfied by a predecessor region higher than the immediate parent. To validate our claims without these assumptions, we run the simulation model to estimate the buffer requirement for a given recovery latency (simulation parameters in Table 2 and Table 3). The buffer requirement is given by the average number of bytes in the buffer per node.

![Buffer Utilization](image)

**Figure 7. Buffer utilization required to achieve a given recovery latency**

Figure 7(a) shows that the buffer requirement in topology A increases rapidly with lower recovery latency requirements. The recovery latency for LRRM cannot go below 0.03 sec and that for RRMP below 0.035 sec. For a given recovery latency in the range that is common to the two protocols, the buffer requirement in RRMP is between 10-20% higher than in LRRM. For topology B, the buffer utilization does not increase so sharply and a large common set of recovery latencies is achievable. The difference in the buffer requirements for RRMP and LRRM is substantially higher, with LRRM needing on average 50% less buffer space for a comparable latency. The

---

\(^1\) Stub domain in an internet carries only traffic that originates or terminates in that domain. Transit domains do not have this restriction. Transit-stub topologies are two level hierarchical graphs generated by interconnecting transit and stub domains.
reason for the improvement of LRRM for topology B is that the topology has an inherent tree structure, which leads to an efficient distribution of nodes into local and remote regions. Since LRRM relies on minimizing the number of copies of a message in a local region, a more efficient local region demarcation helps in optimal buffer utilization.

The reduction in buffer utilization by LRRM has an associated cost in increased control message overhead. All messages other than the multicast data messages, such as recovery request and recovery reply messages, are considered control messages. For LRRM, the control overhead includes the recovery request transmitted along the edges of the multicast tree with a message on each hop being counted as one overhead message. However, it does not include the control messages for forming the multicast tree. This would be a valid simplification only for fairly static environments. For topology A, the control message overhead for RRMP is 36.8% (625 control messages for 100 multicast messages each to 17 receivers) while for LRRM it is 42.3%.

Trade off between packet loss ratio and storage probability: In resource constrained networks with low error rates, it may be desirable not to buffer all the messages in a given region. LRRM has a configurable parameter $P_{\text{Buffer}}$ which gives the probability of storing a message at a node if the hash value of the message matches. Reducing $P_{\text{Buffer}}$ can further reduce the buffer requirement for the operation of the protocol. In this experiment, we show the relationship between the message loss rate and the value of $P_{\text{Buffer}}$ needed to maintain the recovery latency at a pre-specified level, 42 ms here. This experiment is carried out for both topologies. The result for topology B has no surprises and the storage probability increases quite uniformly with loss rate. It is seen that to maintain a latency of 42 ms, the packet loss rate has to be less than 22%. For packet losses between 22% and 5% the probability of storage reduces to a minima of 0.84.

The result for topology A is interesting. Figure 8(a) shows that to achieve the required latency of 42 ms, the packet loss rate must be less than 10%. For packet loss rates between 3% and 10%, the probability of storage reduces linearly to a minima of 0.81. An interesting phenomenon is observed for packet loss rate below 3%. In such a scenario, packet failures are so rare that all buffered packets become idle and are removed. So if a member loses a packet then the recovery almost always occurs through the costly remote recovery procedure. Therefore, to maintain comparable recovery latency, we need to increase the storage probability. This is in line with the earlier observation about the lack of an inherent tree structure in this topology leading to less efficient clustering of nodes into local regions.

![Figure 8. Variation of storage probability ($P_{\text{Buffer}}$) of message in LRRM with packet loss rate to maintain given recovery latency](image)

6. Conclusion and future work

Multicasting is an important technology for disseminating data to multiple receivers. Adding reliability to multicasting requires buffering of messages at participating nodes. Making efficient use of constrained resources like message buffers is a challenging problem. We have presented a protocol called LRRM, which is a lightweight version of the RRMP protocol for reliable multicasting. LRRM addresses the challenge of optimizing the buffer requirement at repair nodes without impacting the recovery latency. LRRM achieves this by using best-effort multicast for disseminating the request for a lost packet to nodes within its region and suppressing redundant requests and replies. RRMP has already been demonstrated to have better recovery latency and reliability compared to other tree based protocols such as TRMP and this benefit is retained for LRRM. The disadvantage of LRRM compared to RRMP is that it is unsuitable in very dynamic environments with frequent node joins and leaves. Both analytical and simulation results are presented, with simulation being performed for two real-world topologies. The results for topology A show buffer requirement reduction of 10-25% and
that for topology B, 100-125%. The simulation results also show that the buffer requirement to maintain a given recovery latency scales down gracefully in LRRM as the message loss rate in the environment decreases.

The current focus of work is on modifying LRRM to use some of the features of epidemic protocols, and optimizing when and where remote recovery is initiated based on prediction of availability of a message in the local region.
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