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ABSTRACT

Carbunar, Bogdan. Ph.D., Purdue University, May, 2005. CgesProblems in Wireless
Sensor and RFID Systems. Major Professors: Jan Vitek andtAarama and Cristina
Nita-Rotaru.

The rapid self-configuration, ease of deployment and snaali af components, cou-
pled with the tremendous potential in areas of environmaaridl structural monitoring,
supply chain automation, identification of products at &ewt points, access control and
security, motivate the popularity of wireless sensor neka/gihe recent interest generated
by wireless Radio Frequency ldentification (RFID) systemstaed envisioned integra-
tion. While the autonomous operation and random deployraEobmponents are the
principal causes of the low set up cost of these systemsatheypecome the source of fun-
damental problems. This thesis studies the problem of diigrthe network lifetime in
the context of sensor and RFID systems by defining and detetdundant components
whose simultaneous deactivation maintains the initial netwoverage. For wireless sen-
sor networks, we reduce the problem to the computation ofadirdiagrams. Moreover,
we examine the impact of redundancy elimination on the rélateblem of coverage-
boundary detection. We present efficient distributed allganrs for computing and main-
taining solutions for the redundant sensor eliminatiorbpgm and coverage boundary
problem in cases of sensor failures or insertion of new gendte prove the safety and
liveness properties of our algorithms, and characterieé time complexity and traffic
generated. Using detailed simulations, we also quantifyrtipact of system parameters
such as sensor density, transmission range and failueoateetwork traffic.

In the context of wireless RFID systems, we provide an efficsahition to a funda-
mental problem generated by reader collisions occurringgs. We prove that an optimal

solution for the redundant-reader problem is NP-hard andqe® a randomized approx-



imation algorithm. We conduct elaborate experiments ohsteatopologies in order to
evaluate the accuracy, message overhead and efficacy ofdtoeqs. Our simulations
show that by repeating each quésy m times and using log m time units for each query,
wherem is the total number of RFID readers, each reader can discoves than 99% of
the covered RFID tags. Moreover, even without the existeheecentralized entity, we

discover consistently more than half of the redundant nesaofea greedy algorithm using
centralized information.



1. INTRODUCTION

Due to technological advances and the emergence of new appfi@reas, radio networks
have considerably evolved in the past decade. Instancadiofmetworks include wireless
sensor networks, Radio Frequency Identification (RFID)esyist mobile ad-hoc networks
and cellular networks. Wireless sensor networks and RFHDesys owe their popularity
to the small size coupled with the modest price of componeméking them extremely
appealing for random, mass deployment.

While wired sensor networks have been for years part of tdogial processes the
recent need for monitoring of remote or inaccessible aasg with the integration of
sensed information into a variety of physical processesigeocoverarching motivations
for random deployment of wireless sensor networks. Exampkpplications include
ecological, agricultural and military monitoring.

RFID systems consist of uniquely identified RFID transpoadt&gs) and RFID
transceivers (readers), capable of identifying RFID tdgsad in their vicinity. Applica-
tions of RFID systems include supply chain management, dodgh management, iden-
tification of products at check-out points, access contndlsecurity. The miniaturization
of RFID readers, coupled with wireless capabilities, expahdsapplicability of RFID
systems. Similar to wireless sensor networks, such systambedynamically deployed
instead of being statically installed.

Unlike sensor networks, wireless RFID systems have the ahiditlecouple sensing
from communication. RFID tags interfaced with external sesssuch as temperature
and shock sensors [1], allow wireless RFID systems to be dgtewith new sensing ca-
pabilities. Moreover, the existing compatibility betweecent RFID readers (SkyeRead
M1-Mini [2]) and MICA2DOT motes makes the integration of wireéesensor networks

and wireless RFID systems possible. Such a hybrid wirelesosamd RFID infrastruc-



Fig. 1.1. Example of sensor network coverage — disks représercover-
age of the sensors situated at their center. Lightly shadd depresent the
coverage area of sensors situated on the boundary of themetiwhe dark
areas belong to sensors that are not on the coverage boufdarysensor

A). SensorR is an example of a redundant sensor, since its coveragesarea i
completely subsumed by other sensors.

ture can combine the ease of deployment with affordable iiisation and monitoring of
objects.

The emphasis on low-cost, wireless sensing devices comesigiificant constraints.
Mica Motes have a lifetime of a few weeks when operating at faler, or years when
operating at 2% duty cycle. SkyeRead M1-Mini [2] has an a&ctife of a couple of
weeks. Extending the lifetime of the sensor or reader netugbgkmatter of paramount
importance. At the same time, the relatively small sensird) iaterrogation zones of
these devices requires dense deployment if reliable sgditarget areas and accurate

detection of RFID tags is to be achieved .

Thesis Contributions The thesis is divided into two parts. The first part focuses on
computing the coverage of wireless sensor networks, as it &sential step in devising
efficient battery-saving techniques. We look at two impatrizoverage problems. The
first problem consists of computing the boundary of the cagerof a sensor network. As

illustrated in Fig. 1.1, we define thmverage-boundargf a network to include not only



Fig. 1.2. Example of redundant sensors. SensgrandS; are both redun-
dant. However, their simultaneous deactivation leaves allsiopot, shown in
dashed curves.

the sensors situated on the outer periphery of the netwotkalbo the ones that define
“holes” in the coverage (sensa@sc, - - -, H). More precisely, a sensor is on the coverage-
boundary of the network, if the perimeter of its sensing distot entirely covered by other
sensors in the network. Determining the coverage-boundamportant for identifying
gaps in coverage and for optimizing sensor placement (blpdieg new sensors).

The second problem consists of eliminating redundant sengithout affecting net-
work coverage. This is called the coverage-preservingggrefficient redundancy elimi-
nation problem. We say that a sensor is redundant, if itarsgdssk iscompletelycovered
by the sensing disks of other sensors in the network. Fig.Ho&s an example of redun-
dant sensorss; andS,. Once all the redundant sensors are detected, we must choose
a subset of redundant sensors, whose simultaneous deactivali not leave holes in
coverage (blind spots [3]). For example, in Fig. 1.2, the $iameous deactivation of
both redundant sensors will leave a blind spot. Note that themof coverage-boundary
and redundancy are related, since the removal of a redusdasbr will not impact the
coverage boundary of the network.

The difficulty of both problems stems from the inability ofentralized entity of gath-
ering location information from all the sensors and notifythe sensors of the result. RF

communications between sensors require much more enengyottel computations and
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Fig. 1.3. Redundant reader example: read&rsk,, R; andR, are redundant
since the tags covered by each is covered by at least oneretdgr. This

redundancy information would not be detected by a sensongahcy detec-
tion algorithm, since none of the coverage areas the reageisubsumed by
the others.

are the main cause of battery consumption. Thus, even if mangpgtree of the sensor
network has already been built, the number of messagesjrareasing in size as they
approach the root, make centralized approaches prolahjitexpensive. Moreover, any
solution has to be adaptive to topological changes, duensosdailures and deployment
of new sensors. A centralized approach would require theth edocal change affecting
only a few sensors be propagated towards the collectiort.poin

A distributed algorithm can take advantage of the localityhe solution. A sensor
can detect its presence on the coverage-boundary or itadaday, using only location of
sensors whose sensing disks intersect its own. However, in thet ease, such sensors
can be farther apart than their transmission range, requintermediate sensors to relay
this information.

For both the coverage-boundary detection problem and trexage-preserving, energy-
efficient redundancy elimination problem, we propose a swidiased on the Voronoi di-
agram of the sensor network. We prove an equivalence regdtip between the coverage
of the perimeter of the sensing disk of a sensor by other semabthe coverage of the

sensor’s Voronoi cell by its own sensing disk. We also proveguivalence relationship



between the redundancy of a sensor and the coverage of thed¥stoucture generated by
the Voronoi neighbors of the sensor. Thus, both solutionsbealocally computed using
only the geographic location of Voronoi neighbors of seasowWe provide a distributed
solution, that adapts to failures and deployment of newasn¥\Ve also propose a simple
distributed algorithm for maintaining the local Voronofenmation when sensors move.
Moreover, we use the idea of locally maintaining the Vororediscof devices, to provide
a simple distributed hash table implementation in genargd@se ad-hoc networks.

The later part of the thesis studies related problems in RFyifdems. An essential
problem consists in the accurate detection of tags by readethe presence of inter-
ference. There are two main types of interference in RFIResys. The first type, tag
collision, occurs at readers that receive simultaneougesefrom multiple tags, prevent-
ing readers from correctly decoding the messages. Twoisnfuhave been proposed to
overcome this problem, one randomized, where tags are egbiaidelay their answers to
reader queries a random time interval and one based on argeedjtraversal of the name
space of tags (see [4] for more details). The second typea@ff@rence, reader collision,
occurs when two RFID readers whose interrogation zones @teet a tag, attempt to
read the tag simultaneously. Fig. 1.4 shows an example of twbD RFadersk; andR,
simultaneously querying their corresponding tags. A quenytaining string “0” ofR,
occurring concurrently with any query af will interfere atT,, hiding its presence from
R.. Note that simultaneous “1” queries®f andR, will not interfere, allowing the correct
reception of answers from, andTs.

Furthermore, we study the redundancy detection problemeicdntext of RFID sys-
tems. Unlike redundant sensors, whose circular sensing areaompletely subsumed
by the coverage of other sensors, we define RFID readers talbedant if their covered
RFID tags are also covered by other RFID readers. Thus, deshimeaders are defined
in terms of discrete sets of points instead of contiguouasarBig. 1.3 shows an example
where all RFID readers are redundant. Similar to the redunydahmination problem
presented above, detecting redundant readers is not engingé the simple deactivation

of all redundant readers may leave tags uncovered. Thudgaritam for finding the



T1=0110.
T2=1011
T3=11101

Fig. 1.4. Example of reader collision problem. Concurrerdrafion of RFID
readersi; and R, may prevent the correct identification of RFID taAg The
identifiers of tags are shown on the right side of the figure.

maximum number of redundant readers that can be safelydwffisimultaneously needs
to be devised.

Both avoiding reader collisions and determining the subfe¢dundant readers that
can be simultaneously deactivated, are complicated byatle of collision detection
mechanisms, the potential inability of RFID readers toyglackets generated by other
readers and the severe resource constraints of RFID tagbe limaditional ad-hoc net-
works, collisions occurring at remote devices due to siamdbus wireless transmissions
of devices that are not in each other’s range, are known alidaen terminal problem
The classic virtual carrier sensing solution cannot beleaslapted to RFID systems
since Request-To-Send (RTS) messages have a single tiestimhose identity is known,
whereas RFID readers have to avoid collisions at multiple &gl also to detect the iden-
tities of those tags. Moreover, existing solutions based oantral coordinator, allocating
different time slots or frequencies to interfering RFID dees, considerably reduce the
applicability and flexibility of the RFID system.

Since the main functionality of RFID readers is to detectRdgs placed in their
vicinity, they may not be able to relay packets issued byratiseders and form an ad-hoc
reader network. Thus, the solutions for both problems nedxt thot only distributed but
also localized. RFID readers have to accurately detect tdigsover their redundancy
and safely become inactive, using only information obtdifitem the tags placed in their

vicinity.



For the reader collision avoidance problem we present a raizeal, distributed and
localized algorithm, RCA. In this algorithm readers repéudirt queries at random in-
tervals in order to avoid, with high probability, collisiomgth other simultaneously trans-
mitting readers. For the redundant-reader problem, we phateletermining the smallest
subset of RFID readers required to cover all the RFID tags islR@-hard problem. We
propose a distributed and localized approximation algoritor this problem. This algo-
rithm is targeted for writable RFID tags, that is, tags ablsttwe information when issued
a write command from RFID readers in their vicinity. Our algjom, RRE, uses as input
the output of RCA. Moreover, its subsequent steps borrow RR&A the idea of repeating

commands at random intervals to avoid collisions with higibability.

Thesis Structure. Chapter 2 details the coverage-boundary and the coveragesping,
energy-efficient redundancy elimination problems and earessour distributed solution.
Chapter 3 looks at the reader collision problem and propasesmdomized, distributed
and localized solution. Chapter 4 introduces the redundzader elimination problem
and describes a randomized, distributed and localizedbappation algorithm. Finally,

Chapter 5 presents our conclusions.



2. COVERAGE AND REDUNDANCY DETECTION IN SENSOR
NETWORKS

With the proliferation of wireless ad-hoc networks, inciagsemphasis is being placed
on algorithmic and software infrastructure for providireg\gces to sensors. At the core
of this algorithmic infrastructure lie a number of complewlplems such as determining
the coverage boundary andtriangulationarea, placement and location of services, etc.
Two constraints that contribute to the complexity of thesgbfems are: (i) devices must
solve these problems in a distributed, efficient, and séalaanner; and (ii) solutions to
these problems must be adaptive in nature, after movement of sensors a the new
solution may be rapidly recomputed Moreover, any proposgdrithm must work in
concert with ad-hoc routing techniques. In this chapter weystwo problems — the
coverage-boundargroblem and service placement and location in ad-hoc né&sugsing
distributed hash tables

The coverage of a wireless sensor may be approximated by afdésgrescribed ra-
dius, called the sensing range, which may be different fraarttdinsmission range of the
sensor. We call this disk the coverage or sensing disk, amdakindary of the disk as
the coverage or sensing circumcircle. The coverage of aarnktis the region covered
by at least one sensor in the network. Coverage can be cothpyteaking the union
of individual coverage areas of all sensors in the netwolie doverage-boundary prob-
lem corresponds to the identification of all boundary nodes network. In this chapter
we prove that sensors whose perimeter of the sensing disk ipletety covered by the
sensing disks of other sensors in the network, are not ondherage-boundary of the
network.

Several applications can benefit from the knowledge of theerame-boundary. In

a disaster recovery scenario, the coverage-boundary mptspacifies the limits of the



network, but since the coverage of a network is ultimatebgrined by the location of

boundary nodes, these nodes can be suitably re-locateditoizgpcoverage. For sensor
networks, usually deployed for monitoring purposes in egapions ranging from agricul-

tural crop monitoring to military surveillance, coveragetndary information provides a
measure for the quality of monitoring and can be used to oheter the best position for

newly deployed sensors.

In a services infrastructure built on an ad-hoc networks ibften necessary to make
specific services and data available to boundary nodes. @&talmay include maps and
traffic information for emergency personnel, logistic imf@ation for command and con-
trol, and control vectors in distributed control. The tirrdicality of most of these ap-
plications coupled with the potentially large number of r@dethe network requires a
scalable and efficient solution to the coverage-boundanlylpm.

This chapter also addresses the problem of detecting amihaling redundant sen-
sors without affecting network coverage. We refer to thishescbverage-preserving,
energy-efficient redundancy eliminatiproblem. The difficulty of this problem lies in the
correct and efficient detection of redundant sensors, amdélection of the maximum
number of redundant sensors that can be safely turned afitsineously.

The last problem studied in this chapter consists of theemintation of distributed
hash tables in ad hoc networks. Distributed hash tablesgeavisimple solution to the
problem of locating services. While these have been fretijuased in peer-to-peer net-
works, they can also be efficiently applied to ad-hoc wirelestsvorks. In CAN [5],
Chord [6], Pastry [7], and Tapestry [8], a key is associateith every object. Each peer
stores a certain range of keys (and possibly, referencestualdocations of objects). In
the context of a wireless ad-hoc network each object can beedajp a geographic lo-
cation and the node closest to this location is responsilsletbring the key [9]. A node
requesting an object generates a query that is hasheddjdotéhe node closest to the
corresponding geographic location. Supporting this rmpgirimitive is the key to solving

the problem.
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Our solutions to the above problems are based on the digdlarnd adaptive con-
struction of Voronoi diagrams. For the coverage-boundaoplem we prove a tight rela-
tionship between the presence of a sensor on the boundarmy eétivork and the coverage
of its own Voronoi cell. For the coverage-preserving enezfficient elimination redun-
dancy elimination problem, we prove an equivalence relatignbetween a redundant
sensor and the coverage of the Voronoi structure of gertelgtets Voronoi neighbors.
For the distributed hash table problem we map services octje geographic locations
and store the object on the sensor whose Voronoi cell contia@point.

Prior work [10, 11] on the distributed computation of Voromltagrams or its dual
— Delaunay triangulation, offers mostly approximate solsi. More precisely, a sensor
computes the Voronoi or Delaunay information only using eenthat are not farther than
a given range. These approximate solutions are not adetpraselected applications,
(see Section 2.7), since they can provide erroneous answre ocase where the range
considered is smaller than twice the sensing range of sensors

The challenge of computing Voronoi tessellations lies imedi@ping distributed and
adaptive formulations that are both stahle,, that converge to the actual solution in a
dynamic environment, and efficient in the context of ad-heworks. We assume, here,
that device mobility can be bounded and in cases of fast ngod@vices it is possible
to increase the frequency of updates. Moreover, solutiorthése problems must be
adaptive to sensor failures and deployment of new sensdns. n€w solution must be
rapidly computed from the previous solution. Finally, €RF interfaces have a limited
transmission range, protocols must account for overheadsutii-hop routing. Since
communication consumes more energy than computation riteqols themselves need

to be energy efficient.

Chapter Organization In Section 2.2, we derive necessary and sufficient conditions f
a sensor to be redundant and present an efficient distrilalgedithm for the coverage-
preserving, energy-efficient redundancy elimination pgob In Section 2.3, we present

necessary and sufficient conditions for a sensor to be orotrerage boundary and show
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Fig. 2.1. Voronoi diagram of the sensors in Fig. 1.1. The c&rckpresent
the coverage disks of the labeled sensors. Note that only fand R their
coverage area completely covers their Voronoi cell. In taet section we
will show that this is not a coincidence.

a lower bound ofi(nlogn) for any (serial) algorithm for the problem. We present a
distributed algorithm for computing the coverage-bougdahose serial counterpart has
Q(nlogn) complexity. Both algorithms are based on the distributetiataptive construc-
tion of Voronoi diagrams. In Section 2.4 we show an intereséipglication of Voronoi
diagrams to the distributed hash table problem. In SectibnWe present efficient and
scalable distributed algorithms for recomputing local &fwi information in the pres-
ence of sensor failures and deployment of new sensors. We gtad our algorithms
are efficient and prove their correctness and stability. dati®n 2.6, we experimentally

characterize the performance of our algorithms. Conchssare drawn in Section 2.8.

2.1 Overview of Voronoi Tessellations

Given a seB of n sitessy, s, .., s, in a plane, their Voronoi diagram is defined as the
subdivision of the plane inta cells, one for each site, with the property that any point in
the cell corresponding to a site is closer to that site thaamgoother site. Formally, the
Voronoi cell corresponding to sitg is defined as

cellyy(s;) = m {x|dist(s;,x) < dist(sj,x)}
j:]wj#i
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We use the notatioaist(p, q) to denote the Euclidean distance between two peiatsd
q. Two Voronoi cells meet along\ronoi edgeand three Voronoi cells meet avaronoi
vertex We call a site ageneratoror neighborof another site if the Voronoi cells of the
two sites share an edge. We use these two terms interchdaygemp 2.1 illustrates the
Voronoi diagram of the network in Fig. 1.1.

A Delaunay triangulation of a setof sites is defined as the unique triangulatiors of
such that no point ii§ is inside the circumcircle of any triangle of the triangidat The
Delaunay triangulation is the dual of the Voronoi diagrans ah the sense that two sites
are vertices of the same Delaunay triangle iff they are Voraeghbors. We formally

define the Delaunay distance as follows:

Definition 2.1.1 The Delaunay distance between two sites is the minimum numbep®f h

between the two sites in the Delaunay triangulation.

For example, in Fig. 2.1, sensarandR are at Delaunay distance 4.

Multiplicative Weighted Voronoi Diagrams

An MWVD is defined in a manner similar to a Voronoi diagram, witle eddition of
weights at each of the sites. In the definition of the classical Voronoi diagrang $iites
have equal weights. The MWVD replaces the Euclidean distased by the Voronoi
diagram with a new distaneg, defined by

dist(s;, x)

Wi

dmv(siax) - (21)

In this definition, s; corresponds to one of the sites in the planey; is a weight
associated with idist is the Euclidean distance function, andorresponds to any point

in the plane. The MWVD cell of each site is formally defined as:

n
Cellmwvd(si) = ﬂ {X|dmv(siu X) S dmv(sju)()}
J=1,3#1



13

Fig. 2.2. Multiplicative weighted Voronoi diagram (MWVD) of 1®ssors.
Each sensor is represented by a point, a weight and a lightgc denoting
the boundary of its sensing area.

This definition changes the bisectors of the Voronoi diagirgimarcs (or circles). By
making each sensor be a site and by replacing the weigifta site with the sensing range,
r;, of the corresponding sensor, equation 2.1 becomgss;, x) = dist(s;, x)/r; Fig. 2.2
shows an example of a MWVD. The dark gray arcs form the MWVD cellgeNioat the
sensor with weight 25 is not on the boundary since its sensigroicircle is completely
covered by the sensing circles of neighboring sensors. Assensing disk completely
covers its MWVD cell. The sensor with weight 43 is on the boundange its sensing
circumcircle is not completely covered by the other sensiisgs. Also, its MWVD cell

is not completely covered by its sensing disk.

2.2 Energy-Efficient Coverage

In this section we formalize the coverage-preserving eneffigient redundancy elim-

ination problem, and provide a solution based on Voron@dkations. Throughout this
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chapter, we assume that all the sensors in the network hawathe sensing range. Ex-
tensions of these schemes to non-identical sensing rangpsssible usingultiplicative
weighted Voronoi diagrams

We also make the assumption that each sensor knows its Inocafibis is reason-
able since, in the absence of this information, the covebamgedary and the redundancy
information cannot be uniquely or correctly determined. (flm topological informa-
tion alone). Moreover, several algorithms have been prgbdsr locating devices in
ad-hoc networks [12—-14]. Examples of applications usirggtion information include

geographic routing [15-18] and management of locatiornrmédion [19, 20].

Definition 2.2.1 Thecoverage of a sensarwith planar coordinatesx, y) and sensing
ranger is a disk with cente(x, y) and radiusr. We call this disk the coverage or sensing
disk, and call its border the coverage or sensing circumeirdenoted b¢(s). We say

that a pointp is covered by a senserif dist(s,p) < r.

The coverage of a network is the union of the coverage diskalldhe sensors in the

network. Formally,

Definition 2.2.2 Thecoverage of a networis the area4 with the property that for any
pointp € A, there exists at least one senson the network such thatis covered by the

coverage disk of.
The definition of a redundant sensor follows naturally:

Definition 2.2.3 A sensor is said to be redundant if its sensing areaispletelycovered

by other sensors.
We define the 2-Voronoi diagram of a sensor in the following ngain

Definition 2.2.4 The 2-Voronoi diagram of a sensaris the Voronoi diagram of the
Voronoi generators o, whens is excluded. The 2-Voronoi Vertices (2-VV) of a sen-

sor s are the Voronoi vertices of the 2-Voronoi diagramsof A 2-Voronoi Intersection
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Fig. 2.3. Example redundant sensqr, Points2 — V; and2 — V5 are 2-VVs of
s1, and2 — VI P, 4 are 2-Voronoi Intersection Points of. Note tha2 — V; ,
and2 — VIP, 4 are all covered by at least two of the Voronoi neighbors,of

Point (2-VIP) ofs is the intersection between an edge of the 2-Voronoi diagaaththe
coverage circumcircle of. A 2-Voronoi edge (2-VE) afis either a Voronoi edge between

2-VVs ofs, or a Voronoi edge between a 2-VV and a 2-VIR of

Fig. 2.3 illustrates an example of a redundant sensor. Indaimple, sensas, has five
2-VESs, one between two 2-VVg,— V, and2 — V,, and the rest between a 2-VV and a
2-VIP of s;. The following theorem, the main result of this section, states the problem

of finding a redundant sensor to a local examination of the@®&n\Voronoi neighbors.

Theorem 2.2.1 A sensors is redundant if and only if all the 2-VVs and 2-VIPssoére

covered by the Voronoi generatorssof
In order to prove the theorem, we prove first the following lemma

Lemma 2.2.1 The Voronoi generators of a sensqrG,, are the ones closest to it. There-
fore, there is no other sensor that covers partstdf coverage disk that is not already

covered by the sensors@.
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Fig. 2.4. Proof of Lemma 3.3.1. If sensors s, andsz are mutual Voronoi
generators, another sensor can only be placed in the hasteedGtherwise,
that sensor would be a Voronoi generatos af

Proof Let us consider the case in which sensgrhas generators,, and s; whose
coverage areas intersect each other and also the coveemefar, (Fig 2.4). We as-
sume that all the sensors have the same coverage rarfgesall that this assumption
can be relaxed with the use of MWVDs as opposed to Voronoi diagjrarhet v be
the Voronoi vertex generated by the three sensors. Fig. 2alsdlows the circumcir-
cle of sensors,, s, andss, centered at, containing no other sensor. Letbe the
intersection point between this circle and the Voronoi edgeegated by, ands;. The
only area where another sensor, that is not a Voronoi gemeoéts,, can be placed,
is the hashed area. Observe thast(b,e) = dist(b,v) + dist(v,e). Therefore, due
to triangle inequalitydist(b,e) = dist(b,v) + dist(ss,v) > dist(ss;,b) = r. Also,
dist(sg,a) = dist(sy,b) =r. It is easy to prove then that the distance between any
point on the arab and a point on the ar&e is greater than or equal to The arcs are
emphasized in Fig. 2.4. Similarly, the distance between aint po the arcbc and any

point on the arc;e is greater than or equal o Hence, any sensor placed in the hashed
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area covers less @f's coverage area tha} ands;. The cases where the coverage areas
of s, ands; do not intersect, or do not intersect the coverage area oén be similarly

proved. [ |
We can now prove Theorem 2.2.1.

Proof If asensos is redundant, then all its 2-VVs and 2-VIPs are covered by thenar
generators ok. This is illustrated in Fig. 2.3, which shows an example of a neldunt
sensorgs;. Since the coverage area ©f is completely covered by other sensors, using
Lemma 2.2.1, we infer that it is completely covered by the Vorayemerators of;.
Furthermore, since the coverage area of a sensor is a @mgfehree generators ef that
are mutual generators whenis excluded, will cover a common area. Fig. 2.3 shows the
common areas of generatars s,, andss, ands,, sz, ands,, respectively, as the hashed
areas. The common area of such three-generators contaivetbnoi vertex generated
by them. This Voronoi vertex is a 2-VV af;, and is therefore covered by three Voronoi
generators of;. In a similar fashion it can be proved that each 2-VIR pfs covered by
at least two of the Voronoi generatorssaf

Only if all the 2-VVs and 2-VIPs of a sensor are covered by the sensorsngo
generators, the sensor is redundant. Fig. 2.3 illustraegtbof. The 2-VVs, 2-VEs,
and 2-VIPs ofs; define a partition of the coverage area of serssgiconsisting of four
regions. Each region of the partition is associated with aNor generator o&;. Since
the 2-VVs and 2-VIPs ok, are covered by the Voronoi generatorssef following the
definition of Voronoi diagrams (Section 2.1), each Voronaigrator ofs; covers the 2-
Voronoi vertices, 2-VIPs, and 2-VEs that it generates. Thus,région of the partition
associated with a Voronoi generatorsgfis completely covered by that generator, making

s, redundant. [ |

2.2.1 Distributed Detection of Redundant Sensors

If each sensor knows the position of its Voronoi generatdrsam easily detect its

redundancy. Under specific assumptions on the network (lmmlidégree nodes), the
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(b)

Fig. 2.5. (a) Example of a sensor network with blind points. sBesy, .., g
are all redundant. However, if all of them are turned off sirétously, the
areas colored white are left uncovered. (b) Redundant gragtemetwork
in (&) — the numbers associated with the nodes representdixgiee in the
redundant graph. The circled nodes represent winners inrgtedund, and
the crossed nodes represent their direct neighbors, loSenrssorc is not a
loser in the first round since none of its neighbors is a winbat,it is a
winner in the second round.

expected number of Voronoi generators is constant, andottng@gtation of the associated
2-Voronoi diagram takes constant time. The sensor thenkshaaconstant time if each
of its 2-VVs and 2-VIPs is covered by all the Voronoi neighborat thenerated it. This
verification takes constant time since the number of 2-VVs aMiP% of a sensor is on

the order of the number of Voronoi neighbors of the sensor.

2.2.2 Blind Points

If two redundant sensors that are also Voronoi neighborsddeo turn off simultane-
ously, an area between them may be left uncovered. Such ais aedied a blind point [3].
Fig. 2.5(a) shows an example of blind points created wdlethe redundant sensors si-
multaneously turn off. We need to find the maximum number dinelant sensors that

can be turned off without generating blind points.
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One solution to this problem, proposed by Tian and Georgarjasi$&s a random
back-off scheme. We propose an alternate solution, basea shight modification of
a distributed approximation of the maximal independent(s88) problem [21]. Let
Gz = (Vg, Eg) be the redundancy graph of the network, whgrés the set of redundant
sensors. There is an edgec Ez between two redundant sensors if and only if they are
Voronoi neighbors. Then, the blind point problem is equewdlto one of finding the
maximum independent set of the redundancy graph,

Our selection algorithm, similar to the one proposed by Lidy},[proceeds in rounds.
In each round, a redundant sensor sends to its redundamaifagenerators, a message
containing its identity and the number of its redundant Yimigenerators. When a redun-
dant sensor receives such a message from all its redundamtdfgenerators, it compares
its value with the values received. A sensor that has the estathlue is a winner. A win-
ner sends to all its redundant Voronoi generators, a messatgeg that it is a winner. A
redundant sensor that receives such a message from oneeafutsdant Voronoi genera-
tors becomes a loser. At the end of each round, the winners raredtoff, and together
with the losers, do not participate in the following round. kUyB1] proves that a variant
of this algorithm terminates and the expected number ofdeuisD(logn).

Fig. 2.5(b) shows the redundancy graph of the sensor netwonk Fig. 2.5(a), and
shows a trace of the selection algorithm. After the first rowsehsors, e, andg are
winners and are turned off, and sensarg, andf are losers. In the second rourds the

unique participant, and a winner.

2.2.3 Management of Redundant Sensors

A winner in the above protocol can be safely turned off, sinaeenof its redundant
Voronoi neighbors are turned off. This is a special case @rsar failure, and in Sec-
tion 2.5.3 we provide an algorithm for correctly updating theald/oronoi information of

sensors affected by sensor failures. The algorithm can sy ealapted to this situation,
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the only difference being that the affected sensors can tigedoof the “failure”, and do
not have to discover it themselves.

A sensor that has been turned off, periodically wakes updermto check the presence
of its Voronoi generators. If one (or more) of them fail, tkawakened sensor recomputes
its redundancy information. This is a special case of a newa@egjoining the network,

and the protocol is similar to the one described in Section 2.9

2.3 Planar Coverage Boundary

A problem closely related to the coverage-preserving, gnefficient redundancy
elimination problem is one of finding planar coverage bouynddt is easy to see that
a sensor is redundant iff its removal does not alter the bayndf the network. In this
section we formally define the coverage-boundary problempradide an efficient dis-
tributed solution. Using Definition 2.2.3, we say that a sensonithe boundary of the
coverage of the network iff the circumcircle of its sensimgkds not entirely covered by

the coverage disks of all the other sensors in the network.

Definition 2.3.1 A sensors is said to beon the boundargf the coverage of a network if
there exists a poing onC(s) such thatp is not covered by the coverage disk of any other
sensor in the network. However, if two sensors have the santeppw/e do not consider
that any point on the circumcircle of one of the sensors ism@alby the disk of the other

sensor.

With these definitions in place, we formally describe thgerage-boundargroblem:

The Coverage-Boundary Problem Given a set oh sensors in the plane, each with a

sensing range, find all the sensors that are on the boundary of the coverage.

The following theorem establishes a lower bound for any smiutif the coverage-

boundary problem.
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Fig. 2.6. Example for the proof of the lower bound for the cogeraoundary
problem. We show the transformation from two séts = {8,3} and

Sy = {3,12} to an instance of the coverage-boundary problem in the Carte
sian plane. The lowest horizontal line shows the coordinatethe x axis

of the main circles. The main circles are represented ukicgdr arcs. Note
that the circumcircle of the main circle corresponding tlues8 is completely
covered by the secondary circles bn L, and L3, whereas the circumcircles
of the main circles for 8 and 12 are not completely coverecheysecondary
circles.

Theorem 2.3.1 The coverage-boundary problem hag(a logn) lower bound.

Proof The proof is based on a linear-time transformation from #teeguality problem
to the coverage boundary problem. The set equality proldestaied as follows: Given
two setsS; andS; of real numbers, both of size determine if the two sets are equal. The
problem is known to have @n log n) lower bound.

The transformation works in the following manner. Considheeé horizontal lines in
the Cartesian plane. The first lifng, is the x axisL, andL3 are lines parallel ta, going
through the pointg0, v/2) and (0, —v/2), respectively (Figure 2.6). For each element
e; from the sets;, insert three circles with their centers situatediLenin the following
manner. The main circle has the center(@t 0) and radiust, and the two secondary

circles have centers &, — v/2,0) and(e; + /2, 0), respectively, both with a radius of
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1. Similarly, for each elemend, from the se®, add three circles in the plane. The main
circle is again orL,, centered ate,, 0) and radius one. The secondary circles have their
centers o, andLs, (e;, v/2) and(e,, —v/2), respectively, both with radius

If two elements in the set3; andsS, are equal, the circumcircle of the main circles
generated by the elements is completely covered by the diske secondary circles.
Note that the two main circles generated by these element®dconer each other, as
stated in Definition 2.3.1. It is easy to see that the two Seends, are equal if and only
if the circumcircles of the main circles generated in thet€&aan plane are completely
covered by the disks of the secondary circles. Tha$isandS, are equal iff the result
of solving the coverage-boundary problem firadisthe main circles as not being on the
coverage-boundary. The transformation takes tifag since for every element in the two
sets, a constant number of circles (three) are added in thtestan plane. This proves

that the coverage-boundary problem hagmlogn) lower bound. [ |
Our solution for the coverage-boundary problem is based ®following theorem.

Theorem 2.3.2 A sensors is on the boundary of the network if and only if the Voronoi

cell of s is not completely covered by its sensing range.

Proof If sensos; is on the boundary, the coverage disks@fdoes not entirely cover the
Voronoi cell ofs;. We only consider the case whesgs Voronoi cell is bounded, since
otherwise its cell is clearly not covered. Following DefinitiB13.1, let us take a point

on s;’s coverage circumcircle, such thais not covered by the disk of any other sensor
(Fig. 2.7(b)). Sinces;’s cell is boundedd;x intersects one of the Voronoi edgessafs
Voronoi cell. Let that Voronoi edge bgv,, generated by; ands;, and the intersection
point bey. Pointy cannot be inside;’s coverage disk, since would be covered by the
coverage disk of sensa;, contradicting Definition 2.3.1 (Fig. 2.7(a)). Poiptis then
outsides;’s coverage disk. Sincg belongs tos;’s Voronoi cell, there exists a point in

s;'s Voronoi cell not covered by;’s coverage disk.
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Fig. 2.7. Proof of Theorem 3.4.2. (a) Example of the case wheeeslin
intersecta); v, insides;’s coverage disk. (b) The intersection point is outside
s;'s coverage disk.

Only if the coverage disk of senser does not entirely cover its Voronoi cell, then
s; IS on the boundary of the network. To prove this, let us carsa pointy situated
on a Voronoi edge belonging &’s cell, such thay is not covered by;’s sensing disk
(Fig. 2.7(b)). Letx be the intersection af;y andC(s;). Since the Voronoi cell of sensor
s; IS convexx is insides;’s Voronoi cell. Thenr = dist(s;,x) < dist(sj,x),Vj # i,
hencex is not covered by any other sensor. According to Definition 2.8;1is on the

boundary. m

The coverage-boundary sensors enjoy a special relatprgth the redundant sen-
sors. More precisely, a redundant sensonds a boundary sensor, since by Defini-
tion 2.3.1, its circumcircle is also completely covered byeothensors. The following

theorem describes another important property of redurskargors.

Theorem 2.3.3 The temporary inactivation of a redundant sensor will nottslithe

boundary state of a sensor from non coverage-boundary terage-boundary.

Proof The sensors that are affected by the inactivation of a rezhirgensor;, are those

whose coverage area intersects the coverage areaAtcording to Definition 2.3.1, a
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sensor is not on the coverage-boundary of the network if iicemcircle of its coverage
area is completely covered by other sensors. Let us sayehabss is affected by the
inactivation of sensor, ands is not on the coverage-boundary of the network betore
is turned off. The coverage circumcircle ofis then divided into two arcs: one that is
covered byr and one that is not. The one that is not covered liy clearly covered by
other sensors. Sinaeis redundant and the coverage areas of sensors are cirgle@ic
regions) the arc of’s coverage circumcircle that is covered bys also covered by other

Sensors. |

2.3.1 Coverage-Boundary for Heterogeneous Sensor Networks

Since wireless sensor networks may contain sensors with@iffeaensing ranges, we
investigate an extension of our results in such cases. Talsgd@heorem 2.3.2 still holds
for the MWVD cells, consider the case in which the sensing rarigensors; does not
entirely cover its MWVD cell, and the cell is bounded. If thésea Voronoi arc that is

not covered, take a poit on the uncovered part of the arc. Lebe the intersection

betweers;y andC(s;). Sinces;’s Voronoi cell is convexx is insides;’s Voronoi cell.
Then, by the definition of the Voronoi celiist(d;,x)/r; < dist(dy,x)/ry, Vj # i.
dist(d;,x) = r;, hencedist(d;, x) > r;, andx is not covered by the disk of any other

Sensor.

2.3.2 Local Computation of Boundary Sensors

Based only on the position information of its Voronoi neighd and of itself, any
sensor can decide its presence on the network coveragelgun the following manner:
generate the Voronoi diagram of a set of sites consisting ohitself and its Voronoi
neighbors; this step takes constant time, since the exppaat@ber of Voronoi generators
is constant. Then, check if its distance to each of the Varoedices generated is less
than the sensing range. This step takes constant time,thimo&mber of Voronoi vertices

generated is on the order of the number of generating sites.
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Fig. 2.8. (a) Example of GHT: nodes andn, look for the same key, whose
associated object is located on nodg. Even though nodes; andn, are
connected, they find different home nodes and correspommirigeter rings
when looking for the same key. Nodg finds home node:;; and home
perimetemq, p1, n1, whereas node, finds home node s, with correspond-
ing home perimeter s, p2, no. (D) The network in (a), augmented with a
Voronoi overlay. Devices; andn, both search the same key whqsey.,
belongs tavs;’s cell. Devicen, clearly findsn . Devicen,, upon receiving
the request from,, forwards it towardr 1, through nodes., 1..4, andn;.
This is because in,’s local view noden s, is the closest tposy,,.

2.4 Application of Voronoi Overlays to Distributed Hash Tables

In this section we address the use of Voronoi overlays to tbkelem of resource shar-
ing in ad-hoc networks. The problem of distributed resostaing, introduced originally
in the context of peer-to-peer networks, stores sharediress (or references to these re-
sources) in the network to facilitate fast access. An elegdaptation of this problem
to ad-hoc networks is provided in [9]. GHT [9] uses the notiooohtion to implement
a distributed hash table on ad-hoc networks. Each objecahasssociated key that is
mapped to geographic coordinates. We denote the corresgpoabrdinates agosiey .
The node that is closest to this location is the one that sttire object (or a reference

to it). GHT uses GPSR [17] to find the closest node calledhihee node. Since GPSR
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performs perimeter routing, when the message carrying thedaches the home node,
it enters perimeter mode. This happens because no othersioliser to the key. The
packet traverses the perimeter around the home node, ¢hdtbme perimeter, and
replicates the object on all the nodes on the perimeter. Otteairawbacks of this tech-
nique is that two nodes trying to retrieve an object, givem same key, may find two
different home nodes and associated home perimeters, desttwted connectivity. This
is illustrated in Fig. 2.8(a).

We provide an alternate solution for the distributed hasitetproblem, based also
on mapping keys to geographic locations, but using the \@rowverlay of the network’s
nodes. Specifically, we place an key/object binding on theerwaldose Voronoi cell con-
tains the positiopos,., corresponding to the key. We can uniquely map each key/bbjec
binding to a single node, since every node has a unique Voratioassociated with it,
and every point inside the cell of a node has the property ioiggehysically closer to that
node than to any other node in the network.

Whenever a node needs to install or retrieve a key/objeditn it converts the key
into a geographic positioposyey. If posyey is inside its Voronoi cell, the node stores
the key/object binding. Ipos.., is outside its Voronoi cell, the key/object binding must
be appropriately routed to its destination node. Severaldading methods can be used,
the simplest being to greedily forward the request to theoNor generator that is clos-
est toposyey. Another method is to forward the request to the Voronoi gateerwhose
cellis intersected by the line segment having the initiafdhe request angos,., as end-
points. Bose and Morin [22] have proved that both methodsréze intended destination.
Fig. 2.8(b) illustrates an example of our approach.

Discussion. Note that the coverage-boundary nodes have larger Vorofisitban the
other nodes, a direct consequence of Theorem 2.3.2. A unifestmbdition of the keys
leads to load imbalance, with nodes on the coverage-bourstiaiiyng more information
than internal nodes. A simple solution to this problem is$e Multiplicative Weighted
Voronoi Diagrams. A coverage-boundary node will participaith a smaller weight,

effectively generating a smaller Voronoi cell. We can egttns idea to provide better load



27

balancing, by making the weight of each node a function ofatources, i.e. available
storage capacity and battery power. A resource rich node @it la larger Voronoi cell

(Figure 2.2), and will store more information.

2.5 Distributed Computation and Maintenance of Voronoi Cells

The resource and scalability constraints of a sensor nktmake the existence of a
centralized entity, that would compute the global Voronegrtaly, an unreasonable as-
sumption. Instead, every sensor must keep enough datavofall the local computation
of the desired information. Our goal is to permit each sens@otrectly determine its
Voronoi cell and the identity of its Voronoi neighbors. Tligormation is sufficient to
autonomously decide its own presence on the boundary, anga Theorem 2.3.2, or

its redundancy, according to Theorem 2.2.1.

2.5.1 Initial Distributed Computation of Voronoi Generators

Initially, each sensor knows only its own location, and staor@s a local repository.
Each step of the algorithm requires every sensor to send sagegontaining the infor-
mation kept in its repository to all its network neighborg, i sensors that lie within its
transmission range. Upon receiving this message from a beigh sensor adds the infor-
mation received about new sensors to its local repositoteh recomputes its Voronoi
cell with the information contained in the repository. At thelef every step, each sensor
checks to see if the updates received brought it new infeomal he algorithm continues
for a sensor until no new information is received from allnttwork neighbors. Upon
termination, each sensor discards all the information ftbenlocal repository, with the
exception of its Voronoi generators and its network neighbod information.

After k steps, wheré is the diameter of the network, every sensor learns of every
other sensor in the network. Therefore the algorithm teateisin0(k) time. At each step,
every sensor broadcasts exactly one message, hence tmeitoteer of messagesigkn),

wheren is the number of sensors in the network. The number of stefigidistributed
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algorithm is optimal. This is because two Voronoi neighbmay be separated in the
network neighbor graph by links. The construction for this is simply a set of sensors
organized in a ring in which each sensor only sees two othesosgin the network. In
this case, the diamet&ris n/2 and two sensors that are Voronoi neighbors may ke

hops away.

2.5.2 Deployment of New Sensors

The deployment of new sensors has the potential to changetloéredundant sensors
and the coverage-boundary of the network. In both casesptbblem can be reduced to
updating the local Voronoi information of the affected smss Fig. 2.9 illustrates an
example in which a new sensa joins an existing network. Only sensors whose Voronoi
cell is affected by the presence of the new sensor have totbeed@bout the new sensor.
It is well known that the circumcircle of a Delaunay triangle taons no other sensor. We
call such a circle a Delaunay circle. Hence, only sensors tatmte a Delaunay triangle
whose Delaunay circumcircle contains the new sensor, musitifeed. We say that such
a triangle isin conflictwith the new sensor, and the sensors that generate the &iaregl
callednotifiables All the sensors in Fig. 2.9 are notifiable with regarch#o

Before proceeding with the description of the join algorithwe present two useful

lemmas, direct consequences of Lemmas 4.3 and 4.4 from [23].

Lemma 2.5.1 Given a randomly deployed sensor network of sizbe expected number

of sensors affected by the random deployment of a new sergbsds:).

Lemma 2.5.2 The expected number of Voronoi neighbors of a sensor in a rahydde-

ployed sensor network is constant.

Join Algorithm. Whenever a new sensor is deployed, it sends a beacon mesghge a
sensor that receives this beacon is saiddtectthe new sensor. Thus, the new sensor can
be detected by another sensor only if the radio transmisaiages of the two sensors ex-

ceeds the distance between them. A sensor that detects sampeeof a new sensor needs
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Fig. 2.9. Example of new sensor deployment: the gray circlerepresents
the new sensor. (a) The Voronoi diagram of the old sensorse clicles
denote circumcircles of Delaunay triangles. (b) The Delaunapgulation
of the old sensors.

to notify other sensors affected by its presence. Since thareone sensor can detect the
new sensor, multiple, redundant notifications might be setite network. To avoid this,
we choose only one sensor, caliettoducer(S), to perform the notification. We choose
S to be the sensor whose Voronoi cell contains the positionefhdwly deployed sensor.
In Fig. 2.9(a), the introducer afs is s;. If the new sensor is connected to the network,
according to the definition of a Voronoi cell (Section 2.1)r oboice guarantees that the
introducer will detect the new sensor.

The introducer initiates the notification process, andrduthe process, each notified
sensor uses only local information to determine its belravigach sensor has a list of
incident Delaunay triangles, and the introducgitraverses its list of Delaunay triangles,
identifies the ones in conflict with the new sensor, and issltte notifiables among its
Voronoi neighbors. Then, sensdrsorts its notifiables based on its Euclidean distance
to them. Each sensor uses three colors to differentiate dtiaibles in its local view.
Initially, all the notifiable Voronoi neighbors akehite. Upon completion of the coloring

algorithm, they will be eithegray or black, and the sensor, in this casewill only contact



30

the black ones. A gray colored notifiable denotes a sensbc#imabe easier notified by
one of the black notifiables, thus its notification should bstponed.

The coloring algorithm proceeds as follows. FirStiakes its closest white notifi-
able, marks it black, and removes it from the white list. Thieriraverses the white
list in clockwise order starting from the newly removed nolifea If a white notifi-
able,w, is part of a local Delaunay triangle that has a gray or blackexeG, such that
dist(S,W) > dist(G, W), it marksw gray and removes it from the white list. Singds
closer toG than tos, it can be easier notified liythan bys. If, at the end of the traversal,
a notifiable has been marked gray, the traversal is repeateidlno more white notifi-
ables are marked gray. Then, if the white list is not emptyctheest white notifiable is
again removed and marked black and the above process isedpéathe example from
Fig. 2.9, sensot;, first colors sensas, black and in the subsequent traversal colors sensor
sz gray. It then colors senseg black, and in the first traversal colors senspigray. A
second traversal colors sensgrgray.

On completion of the coloring phase,sends a notification to each black notifiable.
For such a notifiabl®, the message contains the identity and position of the nesosge
the identity of the natifier, in this case and the identities of all the gray notifiables in the
local view of S, thatB needs to notify. A sensarthat receives a new sensor notification,
ignores the notification if it has already received it frono@ner Voronoi neighbor. Oth-
erwise,N creates its own white list of notifiable Voronoi neighboKstemoves from this
list all the gray sensors contained in the notification, amdk® them black, since it has to
notify them. It also removes from the white list the notifidrgtsensor from whom it has
received this notification) and marks it gray, since it sdaubt notify it. N then repeats
the coloring phase described above, and sends to each ldtfibie a notification with
the same structure as the one that itself has received.

Example. Figure 2.9 illustrates an example of the notification procelese ns is a newly
deployed sensor. As explained above, sess@ends a message only to sensgrand
ss. When sensos; receives the notification from sens®y, it first constructs its list of

notifiables, consisting of sensasg, sy, ss, s¢, ands;. It then colors sensar, gray, since
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Sensors, is the one that sent it the notification. It then traversedigi®f notifiables. In
the first traversal it colors senser gray. We note that this is natural, since we already
know that sensos, is closer to sensag; than sensoss. In the next traversal, senseg
colors sensogs gray, sincelist(ss, s¢) > dist(sy, s¢). The next traversal colors sensor
ss gray, and the last colors sensqrgray. When sensass receives the notification from
Sensors, that has received it from senssy, it constructs its list of notifiables;, sy, ss,

ss. It marks sensog,; gray and propagates the gray color to senserandss. It then
marks sensogs black and notifies it. The notification similarly reachessam,.

The local coloring and propagation of gray is meant to redoeeumber of redundant
messages. Senseg will not notify sensorssg, ss ands,, since sensosg will notify
sensors,, which in turn will notify sensokg, and so on. This method will not eliminate
all redundant notifications, but by locally reducing thetalice between a notifier and a
notifiable, this method has the advantage of reducing theébeuf actual messages that
need to be sent for a notification. This is because the chantweoo/oronoi neighbors
of being in each other’s radio transmission range increases their Euclidean distance
decreases.

Whenever a new sensor joins the network, not only the seafferged by its presence
need to be notified, but also the new sensor has to be notifiat #e presence of the
sensors that form its Voronoi neighborhood. This task iggoered by the sensors affected
by the new sensor, since they know its identity and location.

We now present several properties of the join algorithm.

Correctness. Upon completion of the algorithm, all the notifiable sensoasehbeen

notified.

Proof By induction on the Delaunay distance between a notifiable hadntroducer.
Fig. 2.10 illustrates the proof, whera represents the new sensor. The basis is simple,
since all notifiables at distance 1 from the introducer agarty notified. For the induction
step, we assume that all notifiables at distanee1 are notified. Lets; be a notifiable

at Delaunay distance from the introducer. Being a notifiable; has at least a triangle
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Fig. 2.10. lllustration of the correctness proof for the jalgorithm.

in conflict with the new sensons. Since in terms of the Euclidean distangeand s;
ares;’s closest Voronoi neighbors tios, the triangleAs; s,s; is such a conflict triangle.
Sensors; is at Delaunay distance from the introducers;, therefore it has at least one
\Voronoi neighbor at Delaunay distante- 1 from s;. Sinces; is the closest sensor 1@,
no other Voronoi neighbor af; is at a smaller Delaunay distance freamthans, andss.
Hence, at least one @f, or s; are at Delaunay distande— 1 from s;. If both are, since
both are notifiable, they will both be notified. At least the oluser tos; will then notify

it, since both will detect the triangles, s,s3 to be in conflict withns. If only one ofs, or

s3 IS at distanca — 1, then that one will notifys;. [ |

Termination. The algorithm will terminate, i.e., notifications will not be $endefi-

nitely.

Proof Each notifiable sensor can receive notifications only frasmdronoi neighbors
that are also notifiable. Only notifiable sensors receivefinations. A notifiable sensor
propagates a notification only to notifiable Voronoi neigfgy@nd only when receiving

for the first time a notification concerning a new sensor. &itne number of expected
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notifiables is bounded (Lemma 2.5.1), and each propagatesf@atain only once, the

algorithm will terminate. [ |

Complexity. The expected number of notifications for a joird{$ogn), wheren is the

number of sensors already in the network.

Proof Foranew sensor, the expected total number of notifiabE$dgn) (Lemma 2.5.1),
and each notifiable receives notifications only from its Vimioneighbors that are also
notifiables. Since the expected number of Voronoi neighloéra sensor is constant

(Lemma 2.5.2), the expected number of notificatior®isgn). [ |

2.5.3 Sensor Failures

Sensor failures, like the deployment of new sensors, algoine the modification of
local Voronoi neighbors of affected sensors. The followiagnina identifies the sen-
sors affected by a single failure, and limits the size ofrtket of candidate replacement

\oronoi generators.

Lemma 2.5.3 A single sensor failure affects the local Voronoi informatielonging only
to the Voronoi neighbors of the failed sensor. Furthermdme, det of candidates for the
position of new Voronoi neighbors of each affected sensbsists solely of the Voronoi

neighbors of the failed sensor.

Proof The direct Voronoi neighbors of the failing sensor are deaffected, since one

of their Voronoi neighbors disappears. To see why other ser@se not affected, consider
the following: letf, be a failed sensor ang be a sensor that is not a Voronoi neighbor of
f, (Fig. 2.11). Since, is not a Voronoi neighbor of senssy, by the definition of Voronoi
diagrams, there are no sensors in the interior of any of thaudely circles generated by
sensorsg. Hence sensatg will not acquire new Voronoi neighbors. The same argument
can be used to prove that the affected sensors will have tadmress candidates for new

Voronoi neighbors, only the set of affected sensors. Fomgika, sensorf; must only
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s3

Fig. 2.11. Example of network where sensgrs f; and f3 fail simultane-
ously. The round arrows show the local decisions made bynrgdrate sen-
sors, and the straight arrows show the trajectory of the DISEsagges.

consider sensors, , s,, ss, f1, sg to replace the position left bf,. It need not consider

Sensofsg, Sincesg’s Voronoi neighbors are not changed bys failure. [ |

Departure Algorithm. We now present the actions taken when one or more sensors
fail, possibly simultaneously. Each sensoperiodically sends a beacon to its Voronoi
generators. For each Voronoi generatbihas a timeout value that is set whenever a
beacon is received from the respective neighbor. The titneslue is an upper bound
on the period of the beacon plus the round-trip time for thetegator. If the timeout
of a generatoF expires before the respective beacon is receigatkclares failed and
initiates a protocol to discover its new generators. Fa,thicreates a message of type
DISC, containing the identity of, a sequence number maintaineddsnd two lists. The
sequence number is incremented each time a failure is ddtbgs. The first list, called
thefailed list, contains identities of sensors that are assumed to hded faind initially
contains onlyF. The second one, called taffected listis empty, but eventually collects
the identities of the sensors affected by the failure of #resers in the failed list. Sensor
S sends th®ISC message to its first Voronoi neighbor in counterclockwiseepftbmF.

A sensom that receives @ISC message, is a Voronoi neighborofConsequently, it
adds its identifier to the affected list of the receiE@$C message. Senstirthen looks
at the last item in the failed list, say Sensom finds its first counterclockwise Voronoi

generator starting frora, sayH. If sensor is locally considered by sensbtto be failed,
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and is not already in the failed list of the receivelSC message, sensaraddsH to
the failed list and repeats this process for the next coaloiekwise Voronoi neighbor
starting fromH. The modifiedDISC message is forwarded to the first generatoK,oih
counterclockwise order from, that has not failed.

This procedure, similar to walking in a labyrinth with thetle&nd touching the wall,
finds the smallest perimeter enclosing a cluster of simattasly failed sensors, and
reachesall the sensors affected by the cluster’s failure. When theatoit S receives
the DISC message that it has initiated, it recomputes its Voronajrdian and Delaunay
triangulation using its local information and the informoatin the affected list received
with theDISC message.

Example. Fig. 2.11 shows an example of a network in which three sensars;, £, fail
simultaneously. Let us say that detects thaft, has failed.s; creates ®ISC message
containingf; in the failed list, and sends it tg. Before sending td,, sg detects that,
has also failed, and adds to the failed list. sg then forwards th®ISC message te;.
Similarly, s; addsf; to the failed list and forwards the messageio Whens, receives
this DISC message, it detects thaf andfs; are already in the failed list, so it forwards
the message only tgs. All the intermediate sensors add their identities and pysstto
the affected list, so whes, receives thé@ISC message that it has initiated, it is able to

correctly recompute its Voronoi generators and incidenaedy triangles.

Note. Each generator of a failed sensor must detect the absenbe &itled sensor
and generate BISC message. The total number of messages sent is therefore ordtr
of the square of the number of Voronoi neighbors of the fadedsors. The number of
messages could be linear, if the ring of affected sensordditave a leader. The leader
could be chosen by each sensor, during its lifetime, to beldtsest Voronoi generator.
This sensor, called monitor, would then watch over its tesgresence. In case of failure
detection, the monitor would send two circularSC messages, the first one collecting

the information of all the affected sensors, and the secoedpoopagating this list to all
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of them. However, the simultaneous failure of a sensor and atsitor would break the
protocol, since not all the affected sensors would be ndtifie

We now prove several properties of the departure algorithen G = (Vg, Er) be the
failure graph, wher&; is the set of failed sensors, ard= Er is an edge between two
sensors; andf, in Vg if £; andf, are Voronoi neighbors. For every connected component
C in Gg, let A¢ be the set of Voronoi neighbors of the sensors,ithat are not themselves
in C. That is,A; is the set of sensors affected by the failure of the sensdh®inonnected
component. In Fig 2.11,f,, f, andf; form a connected componegtof the failure
graph, and\; = {ss, .., sg}. With these definitions, a generalization of Lemma 2.5.3 can

be easily proved.

Lemma 2.5.4 A connected component of the failure grapgh,affects only the Voronoi
diagram of its Voronoi neighbord,. Moreover, the set of candidates for the new Voronoi

generators for each affected sensonis contained in..

Then, the following properties can be proved.

Correctness. On completion of the departure algorithm, the sensors aftdoy the fail-

ures will correctly compute their new Voronoi neighbors.

Proof A sensors that is affected by the failure of a senggrpart of a connected com-
ponentC of the failure graplG, will send aDISC message that will traverse all the sen-
sors inA;. The message will collect information about all the travdrsensors. Using
Lemma 2.5.4, we conclude that whemeceives th®ISC message that it initiated, it will

have all the information necessary for computing the nevokor neighbors. [ ]

Termination. The departure algorithm terminates.

Proof The number of sensors that selidC messages is equal to the number of sensors
affected by the sensor failures. EagISC message will traverse only sensors that are

affected by failures. [ |
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Complexity. The total number of messages necessary to recompute thedvareigh-

bors of the sensors in the network, dugdite| failures isO(|Vz|?).

Proof The number of messages is upper bounded by the square ofrtienof sensors
affected by the failures. The number of sensors affected’pyfailures isO(|Vr|), using

Lemma 2.5.2. ]

2.5.4 Maintenance of Voronoi Generators for Dynamic Sensor Netwks

While our main assumption, of sensor networks being stistialid for most scenar-
ios, certain cases arise where sensors are placed on moyetsol-or example, in mil-
itary applications, sensors can be associated with soldrarghicles. The main strength
of such scenarios, namely the mobility of sensors, tragslato the necessity of correctly
updating the information stored by each sensor. In addtioald links breaking and
new ones forming, the topology and shapes of the Voronas chlhnge as sensors move.
Fig. 2.12 illustrates a simple configuration of four senstirsir Voronoi diagram, and the
circumcircleC(0O,) of sensors 0, 1, and 2, addO-) of sensors 1, 2, and 3, respectively.
As shown by Albers, Guibas, Mitchell and Roos [24], in this caksensor 0 moves, a
topological event occurs when sensor O crosses a@iclg). Similarly, if sensor 3 moves,
an event occurs when sensor 3 cros3g9,). Fig. 2.12(b) shows the result of sensors
0 and 3 moving simultaneously, as indicated by the arrowsgnZEil2(a). Even though
none of the individual movements generates a global evesit, orchestrated movement
does, as sensors 0 and 3 become weak Voronoi neighbors. Taorseme called weak
Voronoi neighbors if their Voronoi cells share a Voronoitest and not a Voronoi edge.
This example illustrates that an independent movementsise can change the Voronoi
topology, and information stored locally is not enough ttedethese changes. This is
true because a sensor is only aware of its new position, dubfriilie new position of
other sensors. It also shows that the threshold above whichsaismust move in order
to advertise its new position does not depend on changes lwcil topology. The sensor

mustcontact its generators every time it moves.
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Fig. 2.12. Example of host movements and associated topallogrents.

We introduce an algorithm BMV (Dynamic Maintenance of Voronoi), which main-
tains, in a distributed and efficient manner, the Vorondsa&isensors as they move within
specified, and arguably reasonable, bounds (Fig. 2.13). iWadghat each sensor stores
only information concerning its Voronoi neighbors. Any semthat moves must send its
new position to all of its old generators (its generatorobethe move) since their cells
are directly affected by this move. This is performed inttio& e To method in Fig. 2.13,
which is invoked every time a sensor moves. Since a sensor rag oontinuously and
noveTo can be invoked only at discrete times, we choose to use a timlezalnoveTo
every time the timer expires. The argumentsrolveTo represent the new andy co-
ordinates. New sensor information along with informatiorareiing the old generators is
created and sent to the old generators using the matendToNode.

When a sensor receives an update concerning a generatmpihputes the Voronoi
diagram using its local data augmented with the informatemeived. A sensas needs

to take further action upon detecting a change in the streatiits Voronoi neighbors.
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. Object implementation Node;
myX,myY : integer; #node position
old_state,state, generators,updates : array[integer|ofNode;
Operation moveTo(x : integer,y : integer)
myX = x;myY = y;
set01dGens();
for i in 1..size(generators) do
Nodegen := generators|i];
sendToNode(CHANGE, gen, self);

©CONohkwhE

10. od
11. end

13. Operation run()
14. guard inQ.first.type = CHANGE do

15. node = inQ.first.node;

16. old_state := state;

17. update(state, node);

18. generators := Voronoi.build(state);
19. remUselessInfo(state, generators);
21. updates := diff(old_state, state);
21. for i in O..size(updates) do

22. Updateup = updates|i];

23. sendToNode(up.getV1(),up.getV2());
24. sendToNode(up.getV2(), up.getVi());
25. od

26. od

27. end

Fig. 2.13. DMV: the dynamic and distributed algorithm for ntaining the
Voronoi generators of individual sensors.

That is,s performs an action concerning two sensorsndvs, if the following conditions
are met: (i)vy, andv, are boths’s generatordefore and aftethe update, (iijv; and
v, are notVoronoi neighbors in the Voronoi diagram sfbefore the update, and (i),
andv, are Voronoi neighbors in the Voronoi diagram efafter processing the update.
The action taken by is then to propagate an updatevtg notifying it of the possibility
of v, becoming its Voronoi neighbor, and a similar updaterfp notifying it aboutv;.
Fig. 2.12(c) and (d) shows the Voronoi cell of sensor 2 in thallmeew of sensor 2,

before and after the movement. As can be seen in sensor 2'ssgasors 1 and 3 become
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each other’s generators, therefore sensor 2 notifies sérgfahe possibility of sensor 3
becoming its Voronoi neighbor. Similarly sensor 2 notifieasor 3 about sensor 1.

In Algorithm 2.13 this step is performed in the methmdocess| nf o executed on
behalf of the notified sensor. The method takes the identfiehe advertised service
as an argument. In lines 16-18 the old generators of thewarcare saved, the local
knowledge is updated with the received information, and tlve Vironoi generators are
recomputed. Since some of the old generators of the recaiigdt no longer be among
the new ones, because of the information received, in lind @iscard them using the
methodr emJsel essl nf 0. Line 20 generates all the differences between the structure
of the old and new Voronoi generators, and in lines 21-25thalldetected changes are
forwarded to the corresponding generators.

In order to reduce the number of update messages, we useltveifig optimizations.
As can be seen in Line 6, a sensor packs information aboutdtgesierators along with
its new position, before notifying its Voronoi neighborsitsf movement. In this manner,
if one sensor detects in its local view that a sensors a new generator of sensoy,
but v, is already in the list of old generators of, then there is no need to notify
of v,, because; already has this information. Moreover, every time a sersggives an
update, it recomputes its Voronoi generators and dischedsltl ones that are now isolated
(Line 19), thereby sending updates only to sensors thatraom@ its new generators. In
addition, a sensor will not propagate an update about itedibae of its generators, since

that generator can symmetrically detect this change.

2.5.5 Routing to Voronoi Generators

We have assumed, until now, that the notification of the sanafbected by failures
or new sensor deployments is done using direct messagesdretweonoi neighbors. In
other words, we have assumed that routing is done along tresedghe Delaunay trian-
gulation. However, two Voronoi neighbors may not be within eattter’s transmission

range, requiring a routing protocol. LAR [16], DREAM [18], and &R [17] are exam-
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Fig. 2.14. Proof of Theorem 3.6.1 — divide the area i x r/3 bins. Each
bin contains at least one sensor. The hashed bin contaissrsén

ples of location based routing protocols that can be usestdging between non-adjacent
Voronoi neighbors. However, in the following theorem, base{P&ij, we provide a lower
bound on the radio transmission range of sensors, thateshat sensors that are Voronoi

neighbors are likely to be within each other’s transmissange.

Theorem 2.5.1 Letn be the number of sensors randomly placed in a square of &rea
each sensor having a radio transmission ramgd hen there exists a constant- 9 such
thatifr > Cslﬂ then any two sensoks ands, that are Voronoi generators are almost
surely within each other’s transmission range (i.e.,

Pr(dist(s;,s;) < r) — 1 whenn — 00).

Proof We divide the square of aresinto square bins of size/3. There are% bins.
Similar to [25], the probability that a bin is empty afteraling n balls(sensors) in the
initial square is(1 — r2/9s)™ < e /% < g=clogn/9 — n—¢/9 The expected number of
empty bins is the§Sn—<s"/° = Thmn!T® <n'"° Thistendsto 0 it > 9.

If every bin contains at least one sensor, it is easy to see#th sensor will be in the
transmission range of all the sensors in the adjacent birddtgest distance between two
sensors in adjacent binsis/5/3 < r) . To see how far two Voronoi neighbors can be,
Fig. 2.14 shows the Delaunay circle with the largest diametértisansor can form with

the sensors in two adjacent bins. The circle “bites” intoltives of sensor® andE. In
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order forD or E to be Voronoi generators @f they need at least to be inside the Delaunay
circle of A, B, andC, which has a diameter &fr/6 < r. Thus,D andE are covered by
A. This proves that a sensor tends asymptotically to be inrimsinission range of all its

Voronoi generators. |

Given the transmission range of the sensors, this theoremheaasily used to find
the number of sensors that need to be randomly deployed wea gguare area, in order
to provide, with high probability, direct connectivity betere Voronoi neighbors. For
example, if 2000 sensors with a transmission range of 25maargdomly deployed in
a square of size00 x 100m?, it is highly probable that any two Voronoi neighbors can

communicate directly. This implies a sensor pet.

2.6 Simulation Results

In this section, we support our analytical results with a dedasimulation study for
guantifying the overhead and correctness of our algorith8ection 2.6.1 presents the
experimental results for static sensor networks and Sei6.2 evaluates DMV in the

case of dynamic sensor networks.
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Fig. 2.15. Plots showing the evolution of the number of boupdansors,
redundant sensors and sensors that can be turned off.
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2.6.1 Static Sensor Networks

All the experiments for static networks are performed by camly placing identical
sensors in a region of siz®00 x 1000m?. In Section 2.6.1 we investigate the depen-
dencies between the number of redundant and coverage-bgwetesors, and the total
number of sensors deployed and their sensing range. Ino8e2#.1 we measure the

communication traffic generated by join and leave operation

Detecting Coverage-Boundary and Redundant Sensors

We investigate the evolution of three metrics: the numberoekrage-boundary sen-
sors, the total number of locally detected redundant senaad the total number of sen-
sors that can be simultaneously turned off. For all the erpents in this section, we ran-
domly generate 10 different sensor network configuratiand, present only the average
results. In the first experiment we assume that all the sehswesthe samsensing range
of 50m. We measure the dependency between the three metlittseamumber of sensors,
by increasing the number of sensors deployed from 150 to 700.

Each time a new sensas joins the network, new paths need to be generated between
the new sensor and its new Voronoi generators. If the newos&nsot in the transmission
range of one of its Voronoi generatoss,, the path fromns to s; is chosen to be the
concatenation of the path betweenand the sensor closest to it, with the path between its
closest neighbor and, since these paths already exist. Even though this is nessadly
the shortest path betweas ands;, our measurements showed that the communication
overhead introduced by using this path is very small. Our exysnts measure not only
the number of messages required to notify all the sensagstaft by the new sensor, but
also the number of messages necessary for the affectedsémsontact the new sensor.

Fig. 2.15(a) shows the results of this experiment. Initialythe 150 sensors are on
the boundary. If the number of coverage-boundary sensperiences an initial increase,
it quickly saturates, and then steadily decreases to 140daoy sensors out of a total of

700 sensors. This is because as the sensor density ingriggsesmber of internal sensors
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also increases, but initially slower than the total numbetegfloyed sensors. On the other
hand, as expected, the total number of redundant sensdwgigsdarger than the number
of possible simultaneous turn-offs, as detected by Lul$4§ plgorithm. However, the
algorithm is scalable, since the number of possible simalas turn-offs grows linearly
with the number of sensors.

The second experiment measures the evolution of the samiesifet sensor networks
of 500 sensors, when the sensing range is increased from ®td-i) 2.15(b) shows the
results. When the range is smaller than 20, all the metries batreme values. However,
for larger values, the number of boundary sensors decretastically to almost 19
of the total number of sensors. The number of simultaneausdfis however, saturates
quickly at 204, when the sensing range is around 50. Consequently, a eatmall

sensing range is enough to detect most of the possible sinedtis sensor turn-offs.

Network Load

We investigate the traffic generated in the network by insestof new sensors and
failure of existing ones. The messages generated are aegdesrecompute the local

Voronoi diagrams, and with it, the coverage-boundary anadbandant sensor informa-
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Fig. 2.16. Plots showing the total number of messages reqtorethe de-
ployment of new sensors.
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tion. As before, we assume that all the sensors have similabdaes, which for these
experiments consist of identical radio transmission randéote that the experiments in
Section 2.6.1 only consider the sensing range.

In the first experiment, we initially place between 150 and 88tsers in a region of
Size1000 x 1000m?. All the sensors have the same radio transmission range 5o 1To
investigate the performance of the join algorithm, for eaglue of the number of sensors
initially deployed, we generate 10 random network configaret, and for each configu-
ration we insert a new sensor at 150 random positions. Sigifar sensor failures, for
each of the 10 random networks we randomly select 150 sercstats. tWe present only
the average values over 1500 measurements.

Fig. 2.16(a) shows the results of this experiment. The avenag#er of messages
transmitted for each join/leave operation, decreasesp#prwith the increase in sensor
density, and saturates at around 400 sensors. Even thoughea bensor density implies
a larger number of Voronoi generators per sensor, incrgabgnumber of sensors that
need to be notified, it also implies shorter distances betWesmoi neighbors, thus fewer
routing messages. Therefore, denser networks simplifyasle of locally updating the
Voronoi and coverage information.

In the second experiment, we place 500 sensors in the sameesanaincrease the
transmission range from 50 to 200. Similar to the previoymeexent, the values reported
are averaged over 1500 measurements. Fig. 2.16(b) presentesults. The average
number of messages required per update decreases quidkbatmates at a transmission
range of around 120. Energy-wise, there exists a tradeoffdsat the transmission range
employed and the total number of messages required perauiate the energy required
per transmission increases super-linearly with the digtgstworter transmission ranges are

preferred.
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Fig. 2.17. DMV vs. flooding algorithm: evolution of 20, 30, and gensors
moving with a speed of 3 units/s in a square of size 200.

2.6.2 Dynamic Sensor Networks

In this section we experiment with moving sensor networks. dileilations are per-
formed in a square area of si280 x 200 units, where each sensor has a sensing range
of 50 units and a transmission range of 40 units. Initialhg sensors are randomly dis-
tributed inside the square. We use a mobility model simddhé random waypoint model
to simulate the movements of sensors. That is, each sensoset a random destination
point, and starts moving towards it with the maximum velochgsen for that experiment.

After reaching the destination, the sensor chooses a newmatésh point and repeats the
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Fig. 2.18. Performance of DMV: evolution of 30 sensors at speéd, 5, and
10 units/s.

process. All simulations are performed with 10 different @ndseeds, each simulation
taking 90s.

In the first set of experiments we compare DMV against a basftioding algorithm,
where each sensor floods the network with its new position imédion, every time it
moves. For this set of measurements, we keep the speed ofrtberseat a constant 3
units/s.

The experiments show the dependency between the total nuwohberssages gener-
ated by DMV and the flooding algorithm and the total number afovi@i cell changes
(total NVCC), for 20, 30, and 40 sensors. For a sensor, NVCC repteshe number of
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Voronoi neighbors that have changed after the network halvey into a different con-
figuration as a result of sensor movements. The total NVCC fogtevark is the sum
of the NVCCs for all sensors. Intuitively, DMV should requireethumber of messages
exchanged to be proportional with the total NVCC, since theelatge number of cell
changes, the larger the number of sensors that have to bedatbout changes in their
set of Voronoi neighbors.

Fig. 2.17 shows the results of our experiments. DMV not onlyqrent better, but as
the number of sensors increases, the difference in perfareniaicreases considerably. If
for 20 sensors DMV is twice more efficient than the flooding badgdrithm in terms of
the total number of messages, for 40 sensors DMV is 8 times efbogent. Moreover,
the plots show that every time the sensors move, around 268ages are being sent by
each sensor in order to be able to recompute its local Volofaimation and stabilize.

In the second set of experiments we measure the performariailgffor networks
of 30 sensors, moving at constant speeds of 1, 5 and 10 unks/Big. 2.18 shows, the
graphs for the different speeds overlap. This is hormakesine expect that the same
NVCC will generate a similar number of messages irrespectiveonf fast the sensors
move. In addition, the range of NVCC increases as the speedases, since higher
speeds imply a larger moving distance. For a speed of 10/sinite number of Voronoi
cell changes can be greater than 100. However, the total nurhbe¥ssages required by
DMV to stabilize grows almost linearly with the NVCC.

The variations noticed in the plots are due to two factor¥:a(smaller number of
Voronoi changes can generate more updates, since updai@®pagated by intermediate
sensors, and (ii) even though a movement generates onlydiwhanges, many simple
paths may be broken, increasing the number of messagesagcés routing to Voronoi

generators.
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2.7 Related Work

The problem of coverage of a set of entities has been studiad/ariety of contexts.
Among the early formulations of this problem is the “Art Gall@npblem”, which requires
the placement of minimum number of observers so that evergepof artwork is visible
to some observer [26]. Lieska, Laitinen and Lahteenmak] [#@sent algorithms for
optimal sensor placement with a view to optimizing specifiedvise criteria. Haas [28]
presents algorithms for optimizing coverage under coimgg@n message path length. In
contrast, we focus on defining the coverage of a sensor neiwairk attempt to preserve

the maximum coverage of the network while extending itsihfiet

2.7.1 Coverage-Boundary

The problem of network coverage is related to the problemasffency assignmentin
cellular networks [29], whose purpose is to assign a frequésrcevery base station in a
centralized manner, such that no two base stations with the f&quency cover the same
device. Our goal is quite different from the work mentioned\ay namely to discover
the coverage-boundary and to extend the lifetime of the owlyy eliminating redundant
sensors. Moreover, we do not assume global knowledge of t®retopology.

The problem of sensor coverage has also received considextiéntion in robotics
(see [30] for a survey). Given a bounded domain the problemiregia robot equipped
with a sensor to build a complete map of the environment withaytinitial knowledge.
This requires the robot to pass through specified pointseofittknown region. The notion
of a hierarchical generalized Voronoi grapis used to incrementally construct the map
using only line of sight data.

In other related approaches, some topology control algost[31] use Gabriel and
RNG graphs to minimize the energy required to maintain néévwwonnectivity. Two de-
vices A and B are said to be Gabriel neighbors if their diametric circle, itke circle
having AB as its diameter, does not contain any other devices. Twaegwi and B

are RNG neighbors if there does not exist any device closeottoA and B. One could
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surmise that a device would check if its sensing circumfezda completely covered by
other devices by simply intersecting its disk with the diskg®Gabriel or RNG neigh-
bors. However, as illustrated in Fig. 2.19, such simple cons8tmis do not work correctly.
Fig. 2.19 shows that devide is not a Gabriel neighbor of devicésince the circle with
diameterAB has device” inside it. Note that devicel is not on the coverage boundary
since devices3..G completely coverA’s circumcircle of coverage. If devicd would
qguery only its Gabriel neighbors, it would discover that thesy on its circumcircle is
not covered by any of them, and wrongly infer that it belongthcoverage boundary.
In Fig. 2.19(b) devices is not A’s RNG neighbor since devia€ is closer to bot4 and
B. Similarly, deviceF' is closer to botd andG than A is to . It is clear that by asking
only its RNG neighbors consisting of devi€e A will inaccurately decide that it is on the
coverage boundary is not on the coverage boundary since the devi¢e§ completely

cover the circumcircle ofi’s coverage.

Fig. 2.19. Counter-example to the use of a simple GabriellgapRNG-
graph based algorithms: points represent devices, lamgpesicentered
around points represent devices’ coverage areas. Theldottde represents
A’s coverage circumcircle. The direct links show devite Gabriel and RNG
neighbors respectively.
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Also, as shown in Section 2.3, the centralized coverage boypdaiblem has &(nlogn)
lower bound. Since the construction of the Voronoi diagramictvis the basis of our so-
lution for the centralized coverage-boundary problemesaknlogn), our solution is

optimal.

2.7.2 Coverage-Preserving Redundancy Elimination

Tian and Georganas [3] present an algorithm for detectinga@snwvhose coverage
area is completely covered by other sensors. A sensor ttgel$ off only when each
sector of its coverage disk is covered by another sensonefdre, unlike our solution,
this mechanism discovers only a subset of all the redundausioss.

Zhang and Hou [32] provide a distributed algorithm for exiegdhe network life-
time by turning off “redundant” sensors. Their mechanismdetermining if a sensor is
redundant requires a sensor to divide its coverage areamadl grids and then to use a
bitmap to indicate whether the center of each square of tidegdovered by some other
sensor. For small values this method becomes expensivdpataige values it may be
overly conservative. Since only the neighboring sens@gaobed for grid coverage, they
only find a subset of all the redundant sensors. However, wergrageecise and efficient
solution to this problem.

Ye et. al [33] present an algorithm that extends the netwitekirhe by maintaining a
necessary set of working sensors and turning off redundaag.0A sensor is alternately
sleeping or active. When a sensor wakes up, if it has an agtinsor inside its transmis-
sion range, it turns off again. Hence, unlike our solutiomirtlalgorithm has no claim
towards maintaining the coverage of the network.

Several other solutions have been proposed for relatedage@roblems. Slijepcevic
and Potkonjak [34] introduce a centralized algorithm fodiing the maximum number
of disjoint subsets of sensors, where each subset compteietys the same area as the
entire set of sensors. [35] define the coverage using thecbgsted and least covered

paths between two sensors in the network as metrics. Fan&8] aresent an algorithm
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for routing around connectivity holes in a sensor networrd@i and Wu [37] present an
extensive survey of coverage problems in sensor netwohekkdttai et. al [38] study the
coverage of a unit square by a given number of sensors, unel@ssumption that sensor
failures will affect the coverage. However, our work focusesdafifferent definition and

purpose of coverage of wireless sensor networks.

2.8 Conclusions

In this chapter we have studied the problem of coverage-pmiesg energy-efficient
redundancy elimination for extending a network’s lifetimend the related coverage-
boundary problem. We have reduced both problems to the catigu of Voronoi di-
agrams and showed how to solve them using only local infoomatiVe have provided
distributed and localized algorithms that allow sensorgadate their view of the solution
in cases of sensor failures and new sensor deployments. Weephaved the correctness
and termination properties of these algorithms. Our sinratshow that the algorithms
are efficient and scale well with the number of sensors. Our ghirsensor elimina-
tion algorithm turns off simultaneously more than half o tiotal number of redundant
sensors, approximately 20% of the total number of sens@isyied. The number of mes-
sages required to update the Voronoi neighborhood of serdiae to events such as sensor
failures or new sensor deployments, shows a significant dsen&ith the increase in sen-
sor density. This is due to better chances of directly sendirssages between Voronoi

neighbors.
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3. READER COLLISION AVOIDANCE IN RFID SYSTEMS

Radio Frequency ldentification (RFID) systems consist oftiypes of components: RFID
tags, comprising a small integrated circuit for storinggmmfiation and an antenna used for
communication and RFID readers capable of reading therdtion stored on non line-
of-sight RFID tags placed in its vicinity and communicatéhitough a wired or wireless
interface to a central database.

The investment of major retailers such as Wal-Mart and Tes@mdating their man-
ufacturers to place tags on cases and pallets is a seriougatimwt for the large scale
deployment of RFID systems. This investment is based omteéeehnological advances
that have made the mass production of very cheap tags, inuessible , their cost being
envisioned to drop below the 5 cents/tag threshold [39]. fiagn advantages of RFID
systems are price efficiency (envisioned billions of daller savings for Wal-Mart [40])
and accuracy of stock management (GAP documented an increaseuoacy from 85%
to 99.9% when using RFID technology [41]).

The miniaturization of readers (SkyeRead M1-Mini [2]), ptad with their enhance-
ment with Wi-Fi or cellular capabilities (SmartCode [42]yphdens the range of appli-
cations for RFID systems. Wireless RFID systems, similasdnsor networks, can be
deployed on-line instead of being statically pre-insthlle/nlike sensor networks, Wire-
less RFID systems have the ability to decouple the sensidig@mmunication functions.
Since tags interfaced with external sensors, such as tetuperand shock sensors or
tamper indicators, have already been produced [1], wirdkd® systems can be eas-
ily extended with new sensing capabilities by deploying esponding RFID tag types.
Moreover, the existing compatibility between recent read8kyeRead M1-Mini [2]) and

MICA2DOT motes makes possible the integration of wireless@emstworks and wire-
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less RFID systems. A hybrid wireless sensor and RFID infuatire combines the ease
of deployment with affordable identification and monitoriwigpbjects.

RFID readers identify tags placed in their vicinity by broasdting queries. Tags re-
ceiving such queries reveal their identity using the enefgye received signal. During
this detection phase, several tags may respond simultalyetmuthe query of an RFID
reader, generatingtag collision A tree walking algorithm [4] is used to solve this prob-
lem. The reader sends out prefixes of variable length, rgnfgom one to the maximum
length of the tag identifier. For every prefix that is recejvedag will respond with an
acknowledgment, if the prefix of its identifier matches with phefix sent by the reader.
A reader on listening to an acknowledgment will explore that pathe sub-tree rooted
at the prefix. This procedure is performed until the maximangth of the prefix is equal
to that of the tag identifier. In the absence of interfereaceRFID reader can detect all
the tags placed in its vicinity.

However, the tree walking algorithm will not solve the followipgoblem, similar to
the hidden terminal problem of ad-hoc networks. During tiged@tection phase, readers
that cannot communicate directly may simultaneously seatixpqueries. Tags situated
in the vicinity of two or more readers may then be unable toemily decode the queries,
leading to scenarios where readers erroneously concludabgence of tags, matching
their current queries, in their vicinity.

Previous solutions to the reader collision problem havededn time or frequency di-
vision mechanisms [43]. However such solutions are diffiauittplement in the absence
of a centralized coordinator. Applying medium access cémrechanisms from wired
or wireless networks to RFID systems may prove to be equdliigdt. Carrier sensing
multiple access with collision detection (CSMA/CD), used erstard Ethernet, uses col-
lision detection mechanisms and exponential back-offsitaessfully transmit messages.
However, such mechanisms cannot be used in RFID systems dueittability of RFID
readers of detecting reader collisions at tags. CSMA/CA uvsady-to-send (RTS) and
clear-to-send (CTS) message exchanges between sendingcainding nodes in order to

avoid collisions. In RFID systems, readers are not awarbefdentities of tags in their
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vicinity, making impossible the exchange of RTS/CTS messdugtween pairs of readers
and tags. Moreover, CTS messages sent by multiple tags atydoe RTS broadcast of
a reader may collide at readers, making their decoding isiples Finally, the resource
constraints of tags greatly reduce their ability of assgstieaders in this process.

In this chapter we present a distributed and localized swiub the reader collision
problem. Our Reader Collision Avoidance (RCA) algorithm, &séd on foundational
techniques in randomized algorithms. In RCA, a reader retnéts each query period-
ically at random intervals. This is done by dividing timeardisjoint epochs and each
epoch into multiple disjoint time frames, and having ea@udes pick a frame uniformly
at random and send its current query during that frame. Asegr@v Section 3.3, the
number of retransmissions per query, in the worst cas@(lisg ¢»), wherey is the max-
imum number of readers in the system. This ensures with highgtility that all tags
within the vicinity of the reader are detected correctly. bton 3.4, we experimentally
demonstrate that in realistic scenarios, involving randi@ployment of readers and tags,

much fewer retransmissions per query suffice to allow codetdction of tags.

Chapter Organization In Section 3.1 we describe in detail the reader collision isbue
Section 3.2, we describe our randomized algorithm (RCA) fordagler collision prob-
lem. We experimentally evaluate RCA in Section 3.4. We presean conclusions in
Section 3.6.

3.1 The Reader Collision Problem

The area around a reader where tags can receive the readegs and their replies
can be correctly decoded by the reader, is calledrntegrogation zonef the reader. The
main functionality of readers it to detect the unique idigerts of all the tags placed in its
interrogation zone.

When two readers are placed close enough for their intetimgaones to overlap but
far enough to prevent their direct communication, tagsedaeithin the intersection area

of the interrogation zones may receive queries from botdeeasimultaneously. Such
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gueries, potentially part of the TWA protocol, will then irfigre, preventing the concerned
tags from correctly decoding the queries. Such tags mayhikeome hidden, escaping
detection by any reader in the system.

Previous solutions to this problem include time and fregyeativision mechanisms
[43]. However such solutions are difficult to implement in thesence of a centralized
controller, since readers may be oblivious to overlappingtheir interrogation zones.
Since readers can communicate with tags but are unable ®pauakets, reader-to-reader
communications are local and can only occur through neighbdags. Moreover, the
considerable storage and processing constraints of tafefuestrict the volume of such
communications. The lack of collision detection mechasisSmRFID systems further
complicate the problem. Tags affected by collisions magrexously lead readers to con-

clude the absence of any tags matching the currently emgblonedfix.

3.2 Reader Collision Avoidance (RCA) Algorithm

We propose a randomized, distributed and localized solutathe reader collision
problem. Our algorithm is presented in the context of a trd&ingprocedure. However,
a similar approach can be extended to any scenario where er ie@elds to communicate
with a tag. Similar to TWA, in RCA a reader sends a broadcastygamtaining a certain
prefix expected to match the identifiers of tags in its intgatmn zone. However, unlike
TWA, where the lack of an answer is considered to denote absént&tching tags, RCA
backs-off for a random number of time frames and repeatsubeyqThe purpose of the
random back-off and query repetition is to ensure w.h.p. tlwécehof a time frame not
picked by another reader, thus avoiding reader collisions.

The current design of the algorithm is made under the follgveionservative assump-
tions, thus, any relaxation of the conditions will only impeothe performance of our

approach.
e Our algorithm is applicable to any number of readers and tags.

¢ We make no assumptions on the underlying reader or tag tgpolo
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e We do not assume the presence of a centralized entity capéloi@lecting the

topology of the reader network or controlling the behavibindividual readers.

e We assume the presence of passive tags only, as opposewvédags (the latter are
more powerful and expensive). Therefore, tags are only abdaswer readers by
using the energy of their queries. Also, a tag has limitedJ-@ay memory, used to
store its corresponding unique identifier. The tag is howeapable of doing prefix

matching and in case of a match send back a message.

e Readers are able to detect tag collisions, occurring whetipteutags reply to the

same query

The premise of the algorithm is as follows. A reader divideeetinto disjoint epochs
and each epoch is further divided into multiple disjoint¢iframes. The above details can
be made standard by programming them into each reader. nepach, a reader picks a
frame uniformly at random and sends its query in that frarheo kag answer is received,
the reader repeats the query in a randomly chosen time frathe next epoch. If a reader
collision at matching tags has occurred during the quegygtiery duplication correlated
with the random back-off decreases the chances of repeatédrreollisions. Section 3.3
proves that if a query is not answerédlog ) times, w.h.p. there are no tags matching
the query in the interrogation zone of the reader. If, howexeanswer is received, either
as a clear tag response or by detecting a tag collision, Hoereecursively moves to the
next query, as proposed in the TWA algorithm.

The choice of repeating a query up@glog ) times is made under the conservative
assumption that all readers interfere with each other aagdl.tHence, the bound that we
provide is the worst case bound. However, this is not alwaysdie. In our experiments
(see Section 3.4), we show that in realistic scenarios of rardiployment of readers and

tags, much fewer repetitions are needed in order to allowersad accurately detect tags.

The algorithm in Fig. 3.1 presents the pseudocode for RCAgusimOrca [44] like

syntax. Orca is a parallel programming language for disteithsystems, that provides
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1. Object implementation RFIDTag;

2 Tiq : integer; F#tag identifier

3 inQ : queue; #queue of incoming packets
4. Operation run()

5 guard prefixMatch(inQ.first,Tiq) dO

6 bCast(new packet(TAG));

7 od

8. end

9. Object implementation RFIDReader;

10. count,nEpochs: integer; #epochs per bit read
11. frame,n: integer; #time frames in each epoch
12. T,Teut : integer; #time out value

13. inQ: queue; #queue of incoming packets

14. Operation treeWalk(prefix: integer)

15. count := 0;

16. while count + + < nEpochs do
17. frame := getRandom(0,n);

18. sleep(frame);

19. T = getTime();

20. bCast(nNew packet(prefix));
21. guard inQ.first.type = TAG.COL || TAG do
22. treeWalk(prefix 4 707);

23. treeWalk(prefix + "17);

24, od

25. guard getTime() — T > Toyy dO
26. sleep(n — frame — 1);

27. od

28. od

29. end

Fig. 3.1. The generic reader and tag behavier.Random(vq, vy) returns a
random integer value betweenandv, andbCast(packet) is used to broad-
castpacket.

elegant constructions for expressing reactive behavimah sisguards Operations can

consist of one or more guards with syntax

guard expression do statementSeq 0d,
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whereexpression is a boolean expression asdatementSeq iS a sequence of state-
ments. The operation containing guards blocks until one atenguards are true. Then
one of the satisfied guards is randomly chosen and its statsraee executed atomically.

The operation of a tag is shown in Fig. 3.1, lines 1-8. A tag wlyeonly to queries
containing strings whose prefixes match its own identifieefif-7).inQ.first is used
to denote the packet currently received by the tag. The tparaf a reader is shown in
Algorith 3.1, lines 9-29. We divide time into epochs, where eapbch contains a fixed
numbern, of time frames. The duration of a time interval is equal t® time necessary
for a query to propagate from a reader to a tag. For each pradieyl, the reader waits for
a maximum ofmEpochs epochs (line 16) and in each epoch sends exactly one brdaadcas
message containing the prefix. During each epoch, the bretdwssage is sent in a
randomly chosen time frame (lines 17-20).

The lack of a reply can denote either the absence of a tag imtéeogation zone,
matching the queried prefix, or the occurrence of readeirsamiis at such tags. Then, if
less thamEpochs queries with the current prefix have been sent, the reades waiil the
beginning of the next epoch to repeat the above proces2@ndf no reply or collision is
detected afteriEpochs rounds, the reader ignores the subtree rooted at the quesaéx.
However, the receipt of an individual reply or the detectioradfg collision stops this
process, since the reader can now safely recurse on the tdoechof the employed

prefix (lines 21-24).
Incorrect Tag Detection. Note that readers cannot interpret replies of covered tags,

queried by other readers, as answers to their own queries. Asanpée, consider
Fig. 1.4, where the tags afe = 11101, T, = 10110 andT; = 01100. If R; sends a "0”
qguery whileRr, sends a "1” queryT,’s reply for R, will not be incorrectly interpreted by
R, as the presence of a tag with "0” as prefix, in its interrogatione. This is because
either (i) the simultaneous transmission&pfndRr, will interfere atT, and no reply will
be generated by, or (ii) if the query ofR, occurs later than the query Bf, the answer

of T, will not be interpreted by, as an answer to its query.
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3.3 Analysis

We present an analysis of RCA based on two fundamental abetra in randomized
algorithms,viz. the coupon collector abstraction and a balls and bins pgmadiFor
the sake of completeness, we define the coupon collectorgrobk in Motwani and
Raghavan [45].

Coupon-Collector Given a set of coupons containingunique coupon types, the num-
ber of samples required to obtain w.h.p. a coupon of each tgpelj,, whereH,, is
O(logn).

Let« be the total number of readers apthe total number of RFID tags in the system,
7 be the number of time frames per epoch @hide the bit size of RFID tag identifiers.
Our first goal is to evaluate the number of epochs per queryequired to ensure the
success of the query. To establish an upper bound, we assutaetapology in which
interrogation zones of all RFID readers share atl RFID tags. Note that this is a worst
case assumption. Each frame is considered to be a bin andhaafwn RFID reader is

modeled as a ball. We first prove the following lemma.

Lemma 3.3.1 In each epoch of the RCA process, the expected number of setur

. .. . P
send a message without a collision/is™ .

Proof Whent readers send a message uniformly at random in any one offilaenes

of an epoch, the distribution of the messages in each fratfev®a Poisson distribu-
tion [45]. Therefore, ifX; is a random variable that is equal to the number of messages
sent by different readers in framgthe probability of exactly one message being sent in

frame: is given by

Since there are frames, the average number of frames where exactly one necisssent

is @be_%. [ |

Using the coupon collector paradigm we can prove the followamgrha.
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Lemma 3.3.2 The RCA process is dominated by the coupon collector process.

Proof In RCA, an RFID reader sends a query until the upper bount, reached. The
approach can be modeled as a coupon collector process, wasreeader is a coupon
type. A coupon type is chosen if the query sent by the corredipg reader during its
chosen time frame of the current epoch is the only query sgra keader during the
same time frame. From Lemma 3.3.1, on averﬁge% coupon types are selected during
each frame. This is similar to choosirdgz‘% coupons (of the coupon collector process)
and then placing back the chosen coupons into the set, thateaoosing a single coupon
and replacing itimmediately. This increases the rate athufie coupon types are chosen.
Thus, the number of epochs needed for each RFID reader tdlsealy query during a

time frame is at most the number of samplings in the actugbaonwollector process.m

We can now prove the following theorem, providing an uppemubon the number of

guery repetitions in RCA.

Theorem 3.3.1 Setting the number of time frames per epachp be the total number of
readers,i, in RCA, requires only(log ) query repetitions to ensure w.h.p. the receipt

of a reader’s query by the target RFID tags in its interrogetizone.

Proof If z is the number of query repetitions, using Lemma 3.3.1 and Lef@&, we
get
zihe ¥ < cplog.

Whent = ¢, z = O(log ). u
We can now provide the worst case time complexity of RCA.

Complexity of RCA  The time complexity of RCATgc, is 0(y log 5 log 1) time epochs.

Proof Since each reader coversags of bit size, the number of query typesig~ log 3).

Theorem 3.3.1 completes the proof. [ |
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Fig. 3.2. Performance of RCA when the number of epochs per gyrerys
from 1 to2log ¢, for a total of 500 readers and 4000 tags. The number of
time frames per epoch &slog .

3.4 Simulation and Results

In this section we experimentally analyze the accuracy anssage overhead intro-
duced by our randomized solution to the reader collisioml@m. We compare the per-
formance of RCA with the simple tree walk algorithm [4] and watkiersion of RCA, that
we call RCAv.1. In RCAv.1, a reader sends each query the maxinumbar of times,
irrespective of the result of the query. Note that in RCA, a eeadl|l not repeat a query if
the result is a success, that is, it receives an answer froma iadetects a tag collision.

All our experiments are performed by randomly (uniformlyplbsying tags and readers
in 21000 x 1000m? square.

We first evaluate the performance of RCA as a function of thabwer of time epochs
used per query. For this, we randomly place 4000 tags and a@@re having an interro-
gation radius of 50m in th&000 x 1000m? square area and increase the number of epochs
per query from 1 t®log . Fig. 3.2(a) shows the average number of tags detected by a
reader, compared with the average number of tags actuatiggia the interrogation zone
of the reader. The number of tags discovered by a readerlguickverges to the number

of tags placed in its interrogation zone. For 9 epodbs (/) per query our randomized
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Fig. 3.3. The performance of our solution when the number oé tirames
per epoch increases from 1 to 38, for a total of 500 readerd@ddtags. The
number of time epochs per querylig .

algorithm allows any reader to discowal the tags placed in its interrogation zone. This
explains the usage dofg 1 epochs per query in the following experiments.

Fig. 3.2(b) shows the number of messages generated by RCA oednwih the num-
ber of messages generated by RCAv.1. The number of messag@sprbtocol increases
linearly with the number of queries. However, for 9 epochs parguRCA sends less
than half of the messages of RCAv.1.

In the following experiment, we evaluate the performance oAR@en the number
of time frames per epoch increases from 1 to 38. The total eurmobtags is 4000 and
the number of readers is 500 with an interrogation radius of.50/e perform the exper-
iments usindog 1 epochs per query. Fig. 3.3(a) depicts our observations. Asocteg,
the number of tags detected by a reader increases with theaseron the number of
frames per epoch, quickly converging to the actual numbéags physically located in
the interrogation zone of the reader. This is because arlatgeber of frames per epochs
decreases the chances of reader collisions. Flig9y) frames per epoch, our algorithm
allows readers to detect on average 0.2 less tags than theloysesgily located inside the
reader’s interrogation zone. Howevali, the tags are detected when the number of frames

per epoch is 18Xlog ). This can be explained as the result of uniformly distiifgithe
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Fig. 3.4. Testing the scalability of our solution when the nemaf tags in-
creases from 1000 to 8000, while the number of readers is 1000.

tags and the readers in the square. It is well known that wibatis are thrown uniformly
at random irb bins, the maximum number of balls in any biniglog b) [45].

Fig. 3.3(b) shows the average number of messages per readgaggehfor this sce-
nario. In order to read all the tags situated in its intertimgezone, whose identifiers have
12 bits, a reader sends on average 429 query types, or up foni2€@8sages, This implies
sending each query on average 5 times, when our algorithregpbound of 9l¢g )
consecutive epochs per query. Thus, by not repeating ssfotesieries, our randomized
algorithm saves on average 4 messages per query.

Moreover, for small epoch sizes the increase in epoch simergies significant in-
creases in the number of messages generated. This is beoaalser epochs increase the
chance of collisions, leaving large parts of the tag namestimtraversed. This is con-
firmed by Fig. 3.3(a), where for small epoch sizes the numbeags ts also very small.
However, the number of messages generated by RCA reaches tiraunaat 5 frames
per epoch. Subsequently, as the number of frames per epoelages, the number of mes-
sages decreases. This behavior is expected, since lagdr sjzes imply lower chances
of reader collisions, hence faster detection of succesgsfeties.

In the next simulation, we experiment with between 1000 and 8868omly placed

tags, while maintaining the number of readers constant, 100@ interrogation radius
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Fig. 3.5. Testing the scalability of our solution when the nemaf readers
increases from 10 to 500, for 4000 tags.

of readers is set to 50m. The number of time frames per epasgt i®2 log v both for
our randomized algorithm and for the tree walk algorithng. Bi.4(a) shows the average
number of tags detected by a reader, when using RGA epochs per query) and when
using TWA (one epoch per query), compared with the averagebeumf tags placed
inside the interrogation zone of readers. While RCA is varguaate, with an average
difference of 0.02 tags/reader from the actual value, TWAdalisrs around 7 times less
tags per reader than it should.

Fig. 4.4(b) shows the corresponding number of messages p#grsegenerated by
the two algorithms, on a logarithmic scale, compared withtti@ number of messages
per reader generated by RCAv.1. While RCA generates 10 time messages than
TWA, this is simply due to the fact that the number of succdsgiaries for the tree walk
algorithm is around 3 times less than in our case. This alptag»s why the tree walk
allows a reader to detect only a small fraction of the numbeag$ covered. However,
by stopping with a given query when the result is detected toeceess, our algorithm
reduces by half the number of messages generated by RCAv.1.

In the following, we measure the performance of RCA when we irsaélae number
of readers from 10 to 500 but keep the number of tags dis&ribat 4000. The interroga-

tion radius of readers is 50m and the number of time framegpech is set t@log
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both for our randomized algorithm and for the tree walk altton. Fig. 4.6(a) shows the
performance in terms of the number of tags discovered by R@Pbg TWA. For a small
number of readers, the simple tree walk algorithm accwratetects the tags deployed in
the interrogation zone of readers. This is because thedag&tion zones of readers barely
intersect, practically eliminating reader collisions. Hoee as the number of readers in-
creases, effectively increasing the overlapping aredseointerrogation zones of readers,
the accuracy of TWA quickly decreases. In contrast, RCA, bygikg ¢ epochs per
query is very accurate, consistently discovestighe tags deployed.

Fig. 4.6(b) shows the average number of messages generatedders when RCA,
TWA and RCAv.1 are run by readers in the scenario describdukiptevious paragraph.
The values are shown on a logarithmic scale. As before, thdeimge walking algorithm
generates few messages, since only few queries are sudcésaving most of the tag
name trees untraversed. Moreover, note that for TWA the mumbmessages per reader
decreases as the number of readers increases. Initially, evitg 10 readers are deployed,
their interrogation zones barely overlap, allowing themetedt most of the tags covered
and generating almost half of the messages generated bgralomized algorithm. As the
number of readers deployed increases, so does the numlesdsfrrcollisions, detecting
less tags and hence generating less messages. However, thermiimessages generated
by RCA quickly saturates and is only half of the messagesrgssa by RCAv.1.

The last experiment evaluates the performance of RCA whemtégogation radius
of readers increases from 40m to 100m, while the number oereadndomly deployed
is 500 and the number of tags is 4000. The number of time frggaespoch i log ¥
for the entire experiment. Fig. 4.7(a) shows the accuracy ok R&mpared with TWA.
Our algorithm discoverall the tags until the interrogation radius reaches 85m. However,
even for an interrogation radius of 100m, the readers rgnour algorithm detect on
average only 7 out of 115 tags less than they should. Thisplsved by the observation
that as the interrogation radius increases so does thersizewamber of intersections of
interrogation zones of readers. Since the number of epoehsjyery,log ¢ and the

number of time frames per epoch is constant, more collissmeagenerated, leading to a
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Fig. 3.6. Testing the performance of our solution when thelatgation zone
of the readers increases from 40m to 100m, for 500 readergl@@ tags.
We performed the experiments such that even when the intgroogzone is
40m the readers completely cover the tags.

decreased accuracy. However, the performance of TWA is ceradity inferior. When
the interrogation radius of readers is 100m, readers rgnfWA discover only 5% of the
tags detected by readers running RCA.

Fig. 4.7(b) shows the number of messages generated by the tgoniehans. It con-
firms the results shown in Fig. 4.4(b) and Fig. 4.6(b). TWA getasranly a fraction of
the messages generated by RCA, since the number of querrestbpodetected as suc-
cessful is very small. However, we consistently reduce the murabmessages sent by

eliminating repetitions of successful queries.

3.5 Related Work

The reader-collision problem in systems was first docunteimg43]. The solution
proposed, of allocating different frequencies to intenfgreaders, is centralized. A sim-
ple decentralized version, where readers listen for colisiand use randomized backoff
when detecting one, is discussed. In contrast, our work Rssldgferent time slots for
transmitting readers. Moreover, our solution guarantebspwthat each reader is able to

correctly read all the tags placed in its interrogation zone
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Closest to our goal is the work of Waldrop et. al [46]. Theypgmse Colorwave, a de-
centralized Medium Access Control (MAC) protocol for readetworks whose purpose
is to allocate disjoint time slots for reader transmissiombe protocol is based on the
presence of an interference graph whose links denote irgede between the end-points
corresponding to readers. Hence, an interesting exterstbrstwork would be a descrip-
tion of the interference graph construction. As shown in Fid, Interference at certain
tags is difficult to detect, since even the presence of sugrtay not be known.

Privacy-related issues of RFID systems have been extéynsitedied in [4,47, 48].
A detailed description of computation and communicatiociagisms and constraints of
RFID systems, together with several suggestions for RFIPeptmn are presented in [4].
A solution for preserving the privacy of tags, using hashcfions for locking tags, is
proposed in [47]. Locked tags are prevented from reveaheg unique identifier until
unlocked with the corresponding inverse hash value. The wof#8] provides an in-
depth presentation of security and privacy challenges dDRfystems and proposes the
use of additional, "blocker” tags in order to prevent unauitted readers from accessing
protected tags.

Medium Access Control (MAC) protocols for wired and wirelessyogks share sev-
eral characteristics with our reader collision avoidangedihm. ALOHA [49] was the
first MAC protocol for packet radio networks In ALOHA [49], whenettransmission of
a node results in collision, the node has to wait for a randaerval before retransmit-
ting. However, RFID systems do not have the mechanisms totdmiisions occurring
at tags, making ALOHA unsuitable for avoiding reader collisiofEEE 802.11b [50] is
based on a multiple access with collision avoidance (MACA] [btocol that employs
a handshake to avoid hidden-node problems. The senderdastachn RTS message and
the receiver replies with a CTS message. All the nodes thatthed®®TS and CTS mes-
sages delay their transmissions. Such a protocol cannosdsbin RFID systems, since
the purpose of a reader is to detalitthe tags in its interrogation zone. Such a reader does
not know the identities of the tags and thus cannot sendicheiy RTS messages. More-

over, the simultaneous reception of CTS messages initigt¢algs leads to tag collisions.
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Carrier sensing multiple access with collision detectioB8M2/CD) [52], employed in
the standard Ethernet is based on the ability of nodes tadetdisions. After detecting
a collision, a node waits a random interval before retratigrgi In case of subsequent
collisions, the node wait twice as much before attemptingtansmit, also known as ex-
ponential back-off. However, as noted before RFID systenistlae ability of detecting

collisions.

3.6 Conclusions

In this chapter we present a distributed, local, and randeensolution to the reader
collision problem in RFID systems. Current solutions to pineblem are dependent on a
coordinator and are based on time division or frequenciimultiplexing. Our system
is scalable in the number of readers and tags and is not depeoid a central coordinator.
We give an analysis based on fundamental abstractions obthgon collector process and
the balls and bins paradigm. In our simulations RCA enaldaders to accurately detect
the tags placed in their interrogation zones with a small remolb message repetitions
(log 1) while requiring only2 log v time frames for each message. Moreover, by stopping
the process as soon as a tag answer is received, RCA is abtutter® half (on average)

the total number of messages required to achieve the desicenlacy.
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4. REDUNDANT-READER ELIMINATION IN WIRELESS RFID
SYSTEMS

The dense deployment of wireless RFID systems, due to theafesxturate monitoring
of areas of interest, coupled with the limited battery lifetiof wireless readers, raise sev-
eral important problems. In this paper, we address the probfeextending the lifetime of
wireless reader networks. We propose a solution based odehéfication of redundant
readers, whose deactivation will not affect the tag coverdgleeoinitial reader network.
We define redundant readers in terms of covered tags insteahtinuous areas of cov-
erage. In Figure 4.1, all readers are redundant, howevergaosipset of the readers may
be simultaneously deactivated.

While the problem of determining coverage redundancy has ke&tensively studied
in wireless sensor networks [3,32,33,53], it differs frora tedundant reader elimination
problem in several aspects. First, coverage is definednmstef contiguous circular areas
associated with sensors, whereas in RFID systems coveragfrisdiin terms of discrete
points (RFID tags). Second, it relies on the existence ddtioa information or at least
the ability to estimate distances between adjacent senBars.to the limited resources
of tags, we claim that in RFID systems such an assumption issagbnable. Third, the
limited resources of tags coupled with the potential ingpdf readers of acting as routers,
considerably restrict the solution space of the redundzader problem.

In this chapter we prove that even with centralized knowledgthefRFID system
topology, an optimal solution for the redundant reader iglation problem is NP-hard.
We present a randomized, decentralized and localized mjppation algorithm for the
redundant-reader elimination problem, called RRE. Foheaader, the first step of RRE
consists in detecting the set of tags placed in its vicir8iynilar to RCA, the difficulty of

RRE rests on the potential occurence of reader collisionsgst The absence of global
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)

Fig. 4.1. Redundant reader example: readersR,, R; and R, are redun-
dant since the tags covered by each is covered by at leasttbeereader.
This redundancy information would not be detected by a gerestundancy
detection algorithm, since the coverage areas of any ofdhders are not
subsumed by the others. The optimal solution requires flyo be active,
while the other readers may be turned off.

topology information, where readers might not be aware af &vents, makes the task of
accurate query scheduling difficult. During the first step BfER each reader attempts to
write its tag count (number of covered tags) on all its coveags. A tag placed in the
vicinity of several readers will overwrite the count storedommalf of a reader only if the
new value is larger. The reader that has issued the highast éar a tag, willlock the
tag. Then, in the last step of RRE, each reader sequentiadsiess all its covered tags
to discover the ones it has locked. A reader that has not ¢tbakg of its covered tags is

declared redundant.

Chapter Organization Section 4.1 describes the constraints of the RFID system con-
sidered in this work. Section 4.2 introduces the redundaadier elimination problem and
proves its NP-hardness. Section 4.3 presents our distrilamedocalized solution, pro-
poses ways to avoid reader synchronization requiremendtslgorithms for adapting the
solution to topological changes and analyzes the complexithe solution. Section 4.5
presents the efficiency of our solution and the simulatiorirenment used for experi-

ments and Section 4.6 draws the conclusions.
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4.1 Network Model

The design of our algorithms is made under the following cors&e assumptions,
thus, any relaxation of the conditions will only improve therformance of our approach.
Our algorithm is applicable to any number of readers and tagsaee make no assump-
tions on the underlying reader or tag topology. We do notrassiine presence of a cen-
tralized entity capable of collecting the topology of thader network or controlling the
behavior of individual readers. Thus, our algorithm doetsraly on the ability of readers
to communicate. Furthermore, we assume the presence o¥@&ags only, as opposed
to active tags (the latter are more powerful and expensivie¢réfore, tags are only able
to answer readers by using the energy of their queries. Alsag &as limited memory.
Part of it is read-only, used to store its corresponding umigentifier. However, tags also
have writable memory. Moreover, a tag is capable of doingraftching and send a
reply message in case of a match. readers are able to defediliaions, occurring when

multiple tags reply to the same query.

4.2 The Redundant-Reader Problem

In random deployment scenarios, due to the small interrmgabne of readers and
the requirement of coverage of tags, it is desirable toitligie large numbers of readers.
Consequently, many readers will be redundant, their absewoicaffecting the coverage
of the reader network. A subset of all redundant readers eagately turned off in order
to save their battery power. Deactivated readers can latex-hetivated to replace failed
readers or to balance the battery usage of other redundaaene effectively extending
the lifetime of the reader network.

In this section we study the reader redundancy problem anddar@an efficient dis-
tributed algorithm for correctly detecting and deactingtiedundant readers, without leav-
ing any of the originally covered tags uncovered. We firstfalty define redundant read-

ers.

Definition 4.2.1 A redundant reader covers a set of tags, also covered by othelers.
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Fig. 4.2. Set of points covered by a circle of radidsshown with an inter-
rupted perimeter. There is a circle of radildgjoing through points! and B
and covering all the other points. Shrink this circle urttiiiist touches one
more point. The resulting circle, has radius less than oalegu?.

According to this definition, all the readers in Fig. 4.1 arauredhnt. A simple solution
to detect the redundant readers is to have all readers sinealtisly broadcast a query
containing the empty string. Since all the tags that receiveh a query must answer, a
reader that receives no reply is redundant. This is eithealse the reader covers no tag,
or because interference occurred at all its covered tagh &golution has two important
drawbacks. First, it requires time synchronization betwdleeaders. Second, turning off
all the redundant readers may leave blind spots [3]. We dafiiied spot in this context as
a tag that was covered by at least two redundant sensors, baewhbncurrent deactivation
leaves the tag uncovered. For example, in Fig. 4.1, the sametus deactivation &f and
R, leaves tag’; uncovered.

In order to maximize the number of readers that can be deaetly the minimum
number of readers that cover all tags need to be discoverediéfihe then the redundant

reader problem.

Redundant-Reader Problem Given a set of tags and a set of readers covering all the

tags, find the minimum number of readers that cover all the.tag
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For example, in Fig. 4.1R, is the only reader that needs to be active. In order to
prove that the redundant-reader problem is NP-hard, we fioseghe following lemma,

illustrated in Figure 4.2.

Lemma 4.2.1 Given a set ofi points placed inside a circle of radits there exist 3 out

of then points whose circumcircle, of radius less than or equdl,toovers all the points.

Proof If all n points are covered by a circle of radiksthen a circle of radiug going
through 2 of the points and covering all the other pointstexXsee Figure 4.2). If the circle
has a third of the points on its perimeter, then we have completed the proof. ri@tke,
shrink the circle until its perimeter touches a third poihe resulting circle has radius

less tharr, is the circumircle of three of the points and covers all the other points. B
We can now prove the following important result.
Theorem 4.2.1 The redundant-reader problem is NP-hard.

Proof We prove the NP-hardness of the redundant-reader probleedgtion from the
geometric disk cover (DC) problem, known to be NP-hard [54]. it for the DC
problem consists of a set of points and a vetueThe output consists in the minimum
number of disks of radius that cover all the points.

We use the following polynomial-time reduction from DC to treslundant-reader
problem. Add a disk of radiug centered at each point in the input set of DC. Then, for
all combinations of 3 points of the input set of DC, add a diskaafiusgr, centered at
the mass center of the 3 points. It is clear that all the p@ngéscovered. Moreover, due
to Lemma 4.2.1, any disk in the solution for the DC problem is amed in the set of
disks introduced by our transform. The reduction bd:®) complexity, wheren is the
number of input points. Using an algorithm for the redundasaider problem, we can find
the minimum number of disks needed to cover the points. Brtisa solution for the DC

problem, which implies that the redundant-reader probleNFshard. [ |
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4.3 The Redundant Reader Elimination Algorithm

In this section we propose a randomized, distributed andi@chapproximation algo-
rithm for the redundant-reader problem. As specified in 8actil, we make no assump-
tion on the topology of the reader network, effectively glaig no direct communication
between readers. We assume however the existence of writgkleatale to store infor-
mation upon requests from in-range readers. We assume @waf Where each reader
has previously collected information from all the tags ptam its interrogation zone (see
Chapter 3), has been executed by all readers.

RRE consists of two steps. In the first step, each reader jiisetm write on all its
covered tags the number of covered tags. A tag only storesigihest value seen, along
with the identity of the corresponding reader. For this, eaelder issues a write command
containing its reader identification number and the numlb¢ags covered. Similar to
RCA, the write operation is performed exactly once during egubch, fore log 1) time
epochs, where is the number of readers. During each epoch, the time frantbdorite
operation is randomly chosen. At the completioreddg ) epochs, each tag stores the
highest number of tags covered by a reader situated in itsityicalong with the identity
of that reader, callebbckerof the tag.

During the second step, a reader queries each covered tagagithe identity of the
tag’s locker. A reader that locked at least one tag is respla®r monitoring the tag and
will have to remain active. However, a reader that has not loekgdtag can be safely
turned off. This is because all the tags covered by the rem@ealready covered by other
readers that will stay active. The reading queries issuedrbgder for each of its tags is
similarly repeated during random time frames #dog ¢y time epochs, in order to avoid
reader collisions occurring at that tag.

The algorithm in Fig. 4.3 illustrates our solution, that asss writable RFID tags.
The functionality of a writable tag is shown in operatiom of WritableRFIDTag (lines
4-13). The reader and tag objects inherit the correspondingbles defined in Fig. 3.1

(see Chapter 3). When a writable tag receives a write commanthiaing the identifier
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Object implementation WritableRFIDTag;
Riq : integer; F#identifier of locking reader
count = 0 : integer; #count of highest bidder
Operation run()
guard inQ.first.type = write do
if inQ.first.c > count then
Rig := inQ.first.rid;
count := inQ.first.c;

fi;

guard inQ.first.type = read do
bCast(new packet(Tiqg,Riq, count));
od
end

. Object implementation RFIDReader;
Riq : integer|; #reader identifier
tags : array|integer| of integer; Fcovered tags
redundant = true : boolean;
Operation isRedundant(prefix: integer)
while count + + < nEpochs do
frame := getRandom(0,n);
sleep(frame);
bCast(new packet(write,Riq4, tags.size));
sleep(n — frame — 1);
od
for i in 1..tags.size do
while count + + < nEpochs do
T = getTime();
frame := getRandom(0,n);
sleep(frame);
bCast(new packet(read, tags[i)));
guard inQ.first.tid = tags[i] do
if lIlQI‘ld I = Rid then
redundant := false;
od
guard getTime() —T >n do od
od
od
if redundant = true do turnOff(); fi
end

Fig. 4.3. The generic RFID reader and writable tag behaviod&iecting
redundant readers.
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of the reader issuing the command and its number of covers] tiacopies the values
locally if the number of covered tags is larger than the vaueently stored. When the
command received is a read, the tag returns a packet cargateiidentifier followed by
the reader identifier and count value locally stored.

The detection of redundant readers is exhibited in operatiBedundant of RFIDReader
(lines 18-39). First, a reader selects a random time framiegl@ach ofnEpochs con-
secutive epochs, and sends a broadcast write packet cogtémidentifier and tag count
(lines 19-24). Subsequently, it queries each of its coviags, using a read command, for
nEpochs consecutive time epochs, in order to find the tag’s lockaedi25-37). Note that
after sending a read command, at the chosen time frame,atlemrevaits either to receive

a reply from the queried tag or for the epoch to end (lines 211-3

4.3.1 Extensions

Synchronization We have assumed until now that all readers have already &xecu
RCA, detecting all the tags placed in their interrogationezorhis assumption ensures that
at the completion of the first step of RRE, tags placed in thimity of at least two readers
store the highest number of tags covered by the readers.xeorpde, in Figure 4.1, the
count of tagTs is 4, from readeR,. However, if we assume that initially readers are
not aware of the identity of adjacent tags and RCA needs taibgust before RRE, the
following scenario can occur (see Figure 4.1 for illustratioBincer, only covers two
tags, whereag, covers fourR, will complete RCA beforeR, and also the first step of
RRE. ThenR,, upon discovering itself to be the locker ©f andT,, will also decide to
stay active, even though it is redundant.

In order to solve this problem, we require active readers totaia their list of locked
tags and to listen for tag answers to queries initiated byrotreders. When a reader,
hears such a message, of formatr,, c (see Fig. 4.3 line 11), saying that the locker of tag
T, ISR, with a tag count, if c is larger than its own tag count, the read@emoves tag,

from its list of locked tags. When the list is empty, the redolscomes redundant and can
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be safely turned off. Theorem 3.3.1 (see Section 3.3) provée# tach a scenario occurs,
a reply of conteng,, Ty, c will be received by for all tagsT, covered by readers with a
larger tag count. Using the example in Figure 4.R,hasT; andT, in its list of locked
tags at the completion of RRE, duriRg's execution of the first step of RRE; will find

at least one time frame during th&pochs epochs, when no other reader is transmitting.

Thus,R, will overhear the replies dof; andT,.

System Adaptivity The above description of RRE assumes a static system. Howrever,
a real system, tags and readers may fail while new ones mayemdy deployed. We
present a simple extension of RRE, that maintains the iamtdf having at least one ac-
tive reader for each covered tag, when new tags are deplogahtally in areas covered
only by redundant (inactive) readers and when active reddérdeaving tags covered
only by redundant readers, uncovered. For this, we need indoeally re-activate redun-
dant readers and execute RRE on all the readers. Then, theifa problem occurs,
illustrated using Figure 4.1. If the only active readgy, fails, wherR,, Rz andR, become
re-activated, tags;, .., T, have the associated count 4. Thus, the readers again discove
their supposed redundancy and become inactive.

We solve this problem by requiring each active reader tooperally, everyT time
units, execute RCA to detect all its covered tags, inclugiegly deployed ones and set
to 0 the counter of each of its covered tags before executiig.FRA tag will agree to set
its counter to a smaller value, 0, since 0 is a control valuedder covering no tags will
not issue such a write command). Of course, this can lead taatisih wherer, sets
the counter of its tags to 0 and then to 4, followed by the atitimeof R4, Ry’s setting the
counter of its tags to 0 and then to 2. Thag,andR, might both decide to stay active.
For this, we have two observations. First, such a scenarionstllleave blind points.
Second, a solution to this problem would be to set the petiofla reader to be inversely
proportional to the number of covered tags. Thenwill execute this procedure more

often tharr,, makingR, discover its redundancy.
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4.4 Analysis

Since the number of tags covered by a reader is not known beforeng RCA, ac-
curately evaluating the time necessary for RCA to compktifficult. Even though the
duration of the first step of RRE is fixelhg ¢ time epochs, the second step of RRE may
start at different times even for readers that have star@8 &multaneously. The ques-
tion is then if, due to the lack of synchronization among e¥adRRE can leave uncovered
tags. We define the following safety property which should lotdany distributed algo-

rithm for the redundant-reader elimination problem and/prihat RRE satisfies it.

Safety. An algorithm for the redundant-reader elimination problersaid to be safe, if it

will not turn off readers that cover tags not covered by aactaslers.

Theorem. RRE is safe.

Proof Letus assume that a tagis situated inside the interrogation zones of two readers,
R; andR,. FurthermoreR, covers fewer tags thaky. Then, it is likely fork, to start the
second step of RRE before has succeeded writing its tag count on its covered tags.
Then, bothR; andR, will believe to be the locker of;. However,T; will not be left
uncovered, since botky andR, are required to stay active. This will only decrease the

number of redundant readers able to be simultaneouslyidaisct. [ |
Complexity of RRE. Tgze = 0(7 log Slogv)).

Proof The complexity of RCA, i9(~ylog 5log) (see Section 3.3). The first step of
RRE, where each reader sends a write command to all its tagsethlg 1) epochs. The

second step, where readers send queries to each of theitatieess,e log 1) epochs. Thus,
Trre = 0(7 log Blog ). u
4.5 Simulation Results

All our experiments are performed by randomly (uniformlyplising tags and read-

ers in al000 x 1000m? square. We evaluate the efficiency of RRE in terms of the numbe
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Fig. 4.4. Number of redundant readers discovered by RRE andiGraaen
the number of tags randomly deployed increases from 100@@0.8 The
number of readers is constant, 500, throughout this exgertim

of redundant readers detected. We measure the performfanoe @dundant-reader de-
tection algorithm and of a centralized greedy approxinmaéilgorithm of the redundant-
reader problem, in terms of the number of readers able torneduwff simultaneously.
The centralized greedy algorithm, GREEDY, sequentiallgasithe unvisited reader with
the highest density of covered, unvisited tags. It then sélk selected reader and its
covered tags as visited. GREEDY stops when there are no morgitedvags. The set
of selected readers will be active, while the remaining oneshbmasafely deactivated.
GREEDY is correct, in the sense that deactivated readers gtileave tags uncovered.

In the first experiment we randomly place 500 readers and bath@g0 and 8000 tags
in the deployment 100& 1000m? square. We measure the number of redundant readers
discovered by RRE and GREEDY. Figure 4.4 shows the results ®fettperiment. For

JHERCA

Fig. 4.5. Difficulty of consistently breaking ties.
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Fig. 4.6. Number of redundant readers discovered by RRE andigveeen
the number of readers randomly deployed increases from 80Q0, for a
total of 4000 tags.

smaller numbers of tags deployed, RRE is reasonably clo&REDY, by discovering
83% of the redundant readers discovered by GREEDY. As the nuafliegs increases,
RRE discovers however only half of the redundant readers of EREBoth GREEDY
and RRE discover less redundant readers as the number olyddpghgs increases. Both
algorithms base their decision on the number of tags coveyegaders. By increasing
the tag density, the distribution of tags per reader beconws uniform, making it more

difficult to choose good, active readers. However, the deersamore acute for RRE,
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the interrogation radius of readers increases from 40 tonLlde number of
readers is 500 and the number of tags is 4000, for the entnaidn of the

experiment.
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since in scenarios where readers whose interrogation zoeespwover equal numbers
of tags, consistently breaking ties becomes a difficult [gmb We illustrate such a sce-
nario in Figure 4.5, where each of readessRs; andR, covers four tags. While the optimal
solution requires onl{, andr, to be active, we can imagine a run of RRE wheyéocks
Ts, .., T7, Rs locks T; andT, andR, locks T, andT,, effectively requiring all three readers
to be active. The example can be easily extended, and onesegha in the worst case
RRE can requir@r — 1 active readers, whetewould be sufficient.

The second experiment compares the performance of RRE andEBR&hen the
number of randomly deployed readers increases from 50 t0, Md@en the total number
of tags is 4000. Figure 4.6 shows the results of this experintemt scarce deployment
of readers, very few of the readers are redundant. As thesgityencreases, however, so
does the number of redundant readers. For example, for Ha@@rs, GREEDY discov-
ers almost 800 to be redundant. While initially RRE is verguaate, as the number of
readers increases, RRE discovers less redundant readems 5680 to 1000 readers, RRE
consistently discovers 20% less redundant readers than GRHMis is again due to the
difficulty of breaking ties in RR. As the number of deployeddess increases, the number
of readers whose interrogation zones overlap, also incsekeseling to more contentions.

The last experiment measures the dependency between thenofmedundant read-
ers discovered by RRE and GREEDY and the interrogation zdimeaders. We randomly
deploy 500 readers and 4000 tags, and increase the inteamgadius of readers from
40 to 100m. Figure 4.7 shows that as expected, with the increafe iinterrogation
radius of readers, both RRE and GREEDY discover an increasingber of redundant
readers. This is because active readers cover larger aféagjvely necessitating fewer
active readers to cover all the tags. Note that while RRE dexsoess redundant readers
than GREEDY, the difference is almost constant for smalle&aringation zones. Due to
an increase in the number of interrogation zone overlagpiegding to an increased dif-
ficulty of breaking ties, the difference between GREEDY and Riftiteases slightly for

large interrogation zones.
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4.6 Conclusions

In this chapter we address the problem of detecting and tearipoturning off redun-
dant readers. We define redundancy in terms of discrete ewirgs, tags, and prove
that the optimization version of the problem is NP-compl&¥e.present a distributed and
localized approximation algorithm, RRE, for the redundasader elimination problem,
based on a randomized querying technique. Our simulatioms #at our redundant-
reader elimination heuristic performs close to a centedligreedy approximation of the
optimum. We note that while our solution scales well with an@ase in the number of
readers and with the increase in their interrogation radisigfficiency degrades quicker
for increasing numbers of tags covered. This is due to thiedlify of consistently break-
ing ties at tags, when readers in their vicinity have the sageount. Part of our future

work is to further explore this issue and improve the perfamoe of RRE.
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5. CONCLUSIONS

In this thesis we have studied various facets of coverage d@legs sensor and RFID

systems. In the context of wireless sensor networks we have

¢ defined the coverage-boundary of wireless sensor netwodkednced the problem

to determining the Voronoi cell of each sensor

e reduced the detection of redundant sensors, whose deamtivétl not reduce the
initial coverage of the sensor network, to the computatioh maintenance of the

Voronoi neighbors of each sensor

e provided a distributed hash table for general purpose adAedworks based on

Voronoi diagrams

e proposed distributed algorithms for maintaining the soluto the above problems

when topological changes occur

Moreover, we have extended the redundancy definition to veisdR¥-1D reader net-
works and have provided a distributed and localized appration for the optimization
problem proved to be NP-hard. Our algorithm also provides fciesit solution for an
important problem of RFID systems, namely the reader ¢olliproblem.

The solutions presented for sensor networks rely on théyabfl distributively com-
puting and maintaining the Voronoi cell of each sensor. &varonoi neighbors may be
O(n) hops away, building the initial Voronoi cell requires thélection of global informa-
tion for each sensor. Thus, alternative solutions to ttisuece consuming operation need
to be devised. One possibility is to use the central collegboint to compute the initial
solution and distribute to individual sensors their cqomsling Voronoi cell. However,

even the overhead associated with this solution can be signifi Another way could be
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to construct an initially imprecise solution, using onlyedb neighborhood information.
Later, information about locally discovered Voronoi ndighs can be propagated to the
affected sensors. It would be interesting to explore theiraoy of this solution and its
impact on the coverage-boundary computation and the reshaydelimination problem.
Clustering can be another approach for this problem. Usirggieg distributed algorithms
for clustering networks, certain sensors could be givenegziaprole of cluster head, in
charge of all the sensors within its cluster. Cluster head@srwould be responsible with
computing the Voronoi diagram of their clusters and excleaihgs information with the
neighboring cluster heads.

Hybrid solutions, between the clustering and centralize@sehor between the clus-
tering and imprecise scheme might be interesting to explarthe former, cluster heads
aggregate the information of their cluster by computing\thenoi diagram of the con-
tained sensors. This information is then propagated to ¢inéral server, which in turn,
further aggregates into a global Voronoi diagram and sgimalccuracies to cluster heads.
In the latter hybrid scheme, cluster heads exchange Voiiafaimation only with their
neighboring cluster heads, or cluster heads within a boundetber of hops. With the
additional information, cluster heads recompute the Voraliagram and signal newly
discovered Voronoi neighbors to the cluster heads in chafgleem. The advantage of
this schemes resides in the active participation of onlyratéid number of sensors, the
cluster heads.

Another problem consists in the efficient and correct digted maintenance of the
Voronoi diagram for moving devices. Our solution is only aprximation and might
not correctly maintain the Voronoi cells for rapid devicevaments. While solutions for
this problem have been proposed, their centralizatiomicestheir applicability.

Our randomized, distributed and localized approximatigoathm for the redundant
reader elimination optimization problem further opensesalresearch issues. First, as
observed in Section 4.5, as the number of distributed tageases, the number of redun-
dant sensors discovered by RRE decreases relative to thralcasd Greedy algorithm.

Then, an interesting problem, deserving further atteni®ito improve the performance
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of RRE, assuming the existence of writable RFID tags. Anottienae for research is to
develop a distributed algorithm for the redundancy-eletion problem, assuming only
passive, read-only RFID tags. Due to price constraints -ozdyltags will likely be more

widely accepted and deployed, making such algorithms nagesKinally, an important
assumption behind RRE is that RFID readers are not able ¢gttiircommunicate and
relay information. Removing this assumption, an algoritimilar to the one used in
safely turning off redundant sensors could be employedoitld/be interesting to see if a
variant of Luby’s distributed MIS approximation algoritheould improve the efficiency,

while using solely read-only tags.
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