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ABSTRACT

In this paper we investigate and provide solutions for segthieats

in the context of hybrid networks consisting of a cellulasbata-
tion and mobile devices equipped with dual cellular and ad-ho
(802.11b) cards. The cellular connection is used for récgiser-
vices (i.e. Internet access) from the base station, whilethkoc
links are used to improve the quality of the connection. Wevidle
detailed descriptions of several attacks that arbitrgdyerful ad-
versaries, whether outsiders or insiders, can mount agaieit
behaved members of the network. We introduce a secure goutin
protocol called JANUS, that focuses on the establishment ofsec
routes between the base station and mobile devices, anddinese
routing of the data. We show that our protocol is secure agéie
attacks described and experimentally compare the message o
head introduced by JANUS and UCAN.

Categories and Subject Descriptors

C.2.0 [General]: Security and protection; C.2.Network Archi-
tecture and Design: Wireless communication; C.2.Nptwork
Protocolg: Routing protocols

General Terms
Algorithms, Design, Reliability, Security, Theory

1. INTRODUCTION

The generous promise of the 3G cellular networks is to peogid

opposed to the 9.6Kbps rate currently provided by 2G netwprks
which allow mobile multimedia services to become possiblee T
Internet becomes thus available to numerous clients usioipps

or PDAs, via special network cards, or mobile phones enaloled t
act as wireless modems.

In spite of its convenience, this service has the drawbadktlea
rate decreases dramatically as destination clients meovards the
outskirts of the base station’s coverage area. A solutiopgsed
to overcome the problem is to use a network consisting of beth
lular and WLAN devices. Laptops located in the proximity of th
base station can act as relayers for less fortunate dewltewing
them to obtain an increased bandwidth. All devices are eqdippe
with two wireless interfaces. The routing protocols are avedre
both interfaces and use them as appropriate to improve tifierpe
mance of data delivery to client devices.

We refer to such a network consisting of both cellular and WLAN
components as hybrid wireless network We note that the new
proposed framework determines a significant change in te tr
and communication model previously existing in the netwdrk
a regular cellular network, the base station requires atitteion
of all clients. Once authenticated the clients trust the Istegon
and the traffic flows directly between the base station and téetcl
host without the help of any intermediary.

In the case of the hybrid network, the trust is no longer @ntr
ized. A client uses several, possibly unknown, devices ayees.

In turn, the relayers have to trust each other to forward theah
data. A client can benefit from the use of the hybrid networly on
if the last relayer in the path, before the base station, Hagteer
cellular rate, and all the relayers behave correctly. Miglveng de-

unified framework where users can move seamlessly between cel-ices forwarding data can act either in a selfish or malicivas-

lular networks anywhere in the world. 3G services have been pr
vided in Japan by the wireless company NTT DoCoMo for more
than two years. More recently, similar services starteddei-
fered in the United Kingdom and there are indications that 3G se
vices will be also offered in US by the end of 2004. 3G services ar
designed to offer broadband cellular access at speeds gh2Kals

Permission to make digital or hard copies of all or part o§ tiork for
personal or classroom use is granted without fee providedctiies are
not made or distributed for profit or commercial advantage that copies
bear this notice and the full citation on the first page. Toyoogherwise, to
republish, to post on servers or to redistribute to listguies prior specific
permission and/or a fee.

WiSe’'04,0ctober 1, 2004, Philadelphia, Pennsylvania, USA.
Copyright 2004 ACM 1-58113-925-X/04/0010%5.00.

ner. The intentions of a “selfish” device [22] are usually bdain
service without reciprocating. In contrast, the goal of aicnals
device is to disrupt the communication of other devices @rtbt-
work, without regard for its own resource consumption. Such be
havior can waste the time and resources of multiple pasitip
making them reluctant to use the service and choose thet dekc
lular link instead.

Prior work in security aspects of hybrid wireless networks fo
cused mostly on the selfish node problem [23, 31] or anonymity
and privacy preserving [8]. No work, to the best of our knowkedg
was conducted in addressing the arbitrary malicious nodil@m
in hybrid wireless networks. However, the effect of attacks com
ing from nodes that refuse to act according to the protocolbea
devastating, particularly when attackers are strategipddiced.



1.1 Our Focus

The goals of this paper are to identify the types of attacks th
malicious hosts can perform in a hybrid wireless network anod p
vide efficient detection and further avoidance of the malisipar-
ties, as well as an evaluation of the associated costs. Sothe of
security aspects that we will describe were addressed in the con
text of ad hoc networks [3, 28, 15, 16, 32, 25]. However, such
schemes focus many times on achieving security goals faifgpe
routing protocols, or have significant overhead becausesofom-
pletely decentralized nature of the ad hoc network. We atge n
that such protocols often use a routing selection critetiat is
different from the one appropriate in hybrid wireless netwdi.e.
finding the highest throughput path), making unsuitablé tfieect
application.

The existence of channels with different levels of trust aed p
formance, and of a point of total trust (which is natural to the
system and not an unwarranted assumption) can lead to iegbrov
schemes. Our approach exploits the hybrid nature of the metwo
minimize the cost of the security mechanisms, while makimy ve
few assumptions about the behavior of participants. Moeeifip
cally, our contributions are:

e We identify attacks possible in a hybrid wireless network.
We make no assumption about the attacker, but rather assum
arbitrary behavior.

We propose JANU$, a new routing algorithm robust to ma-
licious attacks. Our solution focuses on the protection ef th
routing mechanism itself, as well as the routing of data, and
exploits the hybrid trust model. When appropriate, we take
advantage of the low-bandwidth direct communication link
that each host has with the base station to transmit critical
information and identify problematic links.

We provide a security analysis of the proposed scheme. We
experimentally compare our protocol with UCAN, in terms
of the cellular and ad-hoc traffic generated. Our simulations
show that JANUS generates up to 4 times less cellular traf-
fic and up to 6@ less ad-hoc traffic than UCAN, in order
to maintain up to 30 concurrent flows for up to 500 mobile
hosts.

The remainder of the paper is organized as follows. We provide
an overview of related work in Section 2. We define the network
and security models we assume in Section 3. Our robust algorith
is presented in Section 4 and its security is analyzed ini@ebt
We present the experimental comparison of JANUS and UCAN in
Section 6. Finally. conclusions and future work are presgbii
Section 7.

2. RELATED WORK

Although new, the hybrid wireless network field has been quite
active, particularly in designing efficient routing mectsmns. In
this section we overview previous research conducted in teasa
related with our work: routing and addressing security comee

2.1 Routing in Hybrid Wireless Networks

1Janus, the god who was guardian of portals and patron of begin-
nings and endings had his head always shown with two faces: one
in the front and one at the back. As Janus, all the hosts in the
network have two "faces”, a cellular communication link aanul
802.11b communication link.

UCAN [23] provides two routing algorithms that allow client
hosts to find hosts that are willing to forward their traffic. €Th
first algorithm greedily propagates the routing request single
neighbor, based on the best rate advertised by its neighAtrs
second algorithm is based on a restricted depth flooding tb fin
the best proxy host. However, since both algorithms ignore the
finite capacities of the ad-hoc links, they do not find the biih
throughput path.

Fujiwara, lida and Watanabe [13] provide a unicast routigga
rithm that allows mobile hosts to find an alternate path to #meeb
station, when the cellular connection fails. The focus ofwloek
is on reestablishing connectivity to the base station viatgbaths,
in response to emergency situations where direct connectmn
the base station may become sparse. This is a different goal f
JANUS, which attempts to optimize throughput under normal con-
ditions, where all hosts have a direct connection to the Hasieis
via the cellular interface.

2.2 Security in Hybrid Wireless Networks
Securing hybrid wireless networks is an area that was nat-inte

sively explored to date. By using a mechanism based on iivesnt

UCAN [23] provides only fragile protection against selfish asd

SUCAN'’s focus is on preventing individual hosts from deleting le

gitimate hosts or adding non-authorized hosts to the setlajers
that receive credit for forwarding data. The mechanism tse&ly
defenseless when faced with collusion. The work in [31] presid
incentives for collaboration in a network where mobile hasts
covered by several access points. The main assumption patrer
is that the hosts are selfish, therefore only trying to gadeserved
advantages. Moreover, the solution provided does not ibesttre
underlying routing algorithm, but only assumes that therene
and that it is secure. Finally, the work in [8] focuses on premg
the anonymity and privacy of mobile hosts in a network cogéng
several access points.

The problem of defining compelling methods to make nodes par-
ticipate in forwarding data was also addressed in the coofdra-
ditional ad hoc wireless networks [22] and resulted in design
protocols that provide fair access to the medium. Also the-pee
to-peer (P2P) community conducted research for a similab-pr
lem, most of the solutions focusing on designing incentivexim
anisms [34, 24, 2, 9] to motivate peers to participate in jgliog
storage resources or in data forwarding.

In the context of ad hoc wireless network, research was con-
ducted mainly on securing routing protocols and designiag k
management protocols. Problems that were addressed irtchide
ditional attacks such as impersonation and replay relymgezure
association, symmetric-key based cryptographic mechemi®r
digital signatures [28, 15, 16]. More sophisticated atsaslich as
wormhole [17], flood-rushing [18], or arbitrary Byzantinehav-
ior [3] were also considered. We note that in most of the cdkes,
work focused on securing specific protocols, such as DSDV, [29]
DSR [21] or AODV [30].

The cellular network protocols and standards also include-a
curity component. The core services provided by any of the ce
lular communication protocols (such as GSM [6], GPRS [1] or
UMTS [27]) are authentication of subscribers (clients),ving
subscriber identity confidentially, and confidentialitydaintegrity
of both data communication and radio signaling. Clientsare
thenticated using a challenge-response protocol, basatteynand
using algorithms stored on the Subscriber Identity Mod&B)
smart card, obtained when the client subscribes to the servic



3. SYSTEM MODEL

In this section we present the model we assume for this paper.
We first describe the network model, and then show what set of
actions defines an adversarial behavior.

3.1 Network Model

The network consists of a cellular base statiBs) (@and several
mobile hosts Hs). All the mobile hosts are inside the cellular
coverage range of the base station, and each host has amiaccou
established wittBs.

The base station has access to the wired Internet, and théemobi
hosts download information via their cellular connectionhug,
most of the traffic is issued by the base station. In additioobile
hosts can communicate with other hosts in range, using 862.11
wireless cards. We use a multi-channel MAC scheme [33] ramuir
only one half-duplex transceiver per host. We assume kictdonal
communication on all the 802.11b links in the network. Thialso
required by most wireless MAC protocols, including 802. blop-
erate correctly. The following table provides the termigylased
in this paper.

[ Name | Definition I
forward link cellular link fromBS to aMH
reverse link cellular link from aMH to BS
ad-hoc link 802.11b link between twhHs
bandwidth capacity of any wireless link
throughput | capacity of a path frorBS to anMH

We assume that each mobile host is equipped with a GPS re-

ceiver that provides reliable positioning. In addition, wssame
that the base station and the mobile hosts have synchrociizes.
Since GPS already provides a clock synchronization methdua wit
an error of up to 340 ns [10], we could use it as a synchronizatio
mechanism between the base station and the mobile hosts.

3.2 Security Assumptions

The base station is trusted by each host. The base statisenaut
ticates every client and establishes a secure authemtichannel
with the client. As shown in Section 2.2 most of the cellular com-
munication protocols provide such a service. Attacks at thesip
cal layer are not considered in this paper.

Hosts that can not be authenticated by the base station damot p
ticipate in the protocol and are not trusted. Any intermedraist
on the path between the base station and the destination céien
be authenticated, but may exhibit arbitrary (Byzantind)aygor.
Attackers will try to inflict as much harm as possible on the othe
hosts in the network, without consideration for their own teses.

We assume that an intermediate host can exhibit such beteivio
ther alone or in collusion with other hosts.

We focus on providing a secure routing protocol, which specifi
cally addresses threats to the network layer in the ISO/OSkimod
We do not address attacks against lower layers in the ISO/OSI
model. We note that the physical layer can also be disrupyed b
jamming, and MAC protocols such as 802.11 can be disrupted by
attacks that deny access to clients and allow a potentiddehas/-
ing node to take over the channel [22, 7]. We do not addreds suc
attacks in this work.

A public-key infrastructure is required for operationsisas sig-
nature generation and verification, and shared key edtatdist.
This infrastructure can be based on certificates, where the ba
station plays the role of Certificate Authority (CA), and eadsth
knows the base station’s public key.

4. OUR SOLUTION

In this section we present JANUS, our routing algorithm, that
identifies links over which attackers operate. The algoritigo
provides information about the detected link to the padféscted,
allowing them to locally take the necessary countermeasiés
first provide a high-level description of an un-secure mytal-
gorithm that uses as routing criterion the highest througtip
the base station. We then identify the type of attacks thathea
mounted in the different phases of the protocol and desanibe-
tails our security mechanisms.

4.1 Algorithm Overview

The core mechanism of our routing algorithm is to select &athe
host, a path providing the highest throughput from the bts@s.
This is achieved by each host periodically probing its nieagh for
their current throughput and selecting the one providirghighest
value. Such a host is called tharent The period of the neighbor
probing is calledefresh rate The overall information maintained
by the hosts can be viewed as a tree encoding the best through-
put from the base station to any host. Note that in realitg, idan
approximation of the best throughput since hosts move,d¢hasg-
ing the throughput. A small period refresh of the tree willpde a
good approximation, but might incur higher cost. We calé tinee
therouting tree

In order to compute its current throughput, a host may need to
traverse0(n) hosts up to the base statianbeing the total num-
ber of hosts. For smal, this is not a problem, but for dense,
metropolitan areas, the number of messages produced caa agg
vate congestion. To maintain the routing tree witfiog n) num-
ber of messages per update operation, we assume that a sugpport
topology tred12] is used. The constructions and operations asso-
ciated with the topology tree are described in Section 4.3

The routing and topology tree construction represents ithagp
tive part of the protocol. Due to host mobility, the trees liegu
permanent maintenance. The protocol has also a reactitdrpar
tiated when a host needs to download information. The cliesit ho
then contacts its parent in the routing tree, that in turn edgltact
its parent and so on, until the message reaches the base sttis
phase, calleghath reservationrequires each host contacted to lo-
cally verify the availability of the resources requestedhmy client.
Such a host then appends its identity to the message redeivad
its child and forwards it to its parent. At the completion ofsth
phase, the base station knows the client host name, the iafiom
requested by it, the path to that client, and the bandwidtHadbla
on that path. It then sends the information requested alenpath,
at the available rate. The protocol can be roughly brokem tim¢
following components.

e constructing the routing tree

e constructing the topology tree

e periodically refreshing the routing tree and topology tree
e performing the path reservation protocol

e forwarding the data

4.2 Security Goals

In this section we present details of several types of attteks
organized malicious hosts can perform against well behagstsh



Figure 1: Rate Inflater Attack illustration. The thicker lines
represent cellular links and the plain lines ad-hoc links. The
dashed line represents an inexistent link, called a tunnelThe
first number represents the advertised link bandwidth and the
second one represents the correct value.

Impersonation A host can try to impersonate other hosts in or-
der to unfairly obtain free services or place blame for nialis
actions on other hosts. Also a node can try to impersonatestbe b
station to create havoc in the network.

Rate Inflation.A host can advertise a larger throughput than it
can provide. This can be done by inflating the bandwidth of its
forward link or of its ad-hoc links. A hodt that lies about its
throughput will be able to negatively affect not only adjadevsts,
but also hosts that haweas an ancestor in the routing tree.

For example, in Figure 1, hostshould choos8 as parent, since
it provides the largest throughput Bs. However, if hosD adver-
tises an increased forward link bandwidth or an inflated badtwi
for its ad-hoc link toc, A will end up choosing as parent instead,
effectively achieving a lower throughput. This attack willgae
tively affect hosE as well, sincel is its parent.

Tunneling. Two non-adjacent hosts can collude by advertising
an excellent bandwidth for the link between them. Their commu-
nication can be encrypted and sent through a path of mobgesho
established ad hoc, or simply through the base station. aftask
can be viewed as a particular case of the rate inflation attadk,
also as an instance ofveormhole[17] attack.

For example, in Figure 1, hosdtcould collude with hosg, and
advertise a high rate for an inexistent link betw@®sandG. Their
agreement could be perfected either throBgir throughBS. Note

from that path, but also change the order of hosts. Thislattét
cause packets to be lost, with the additional problem of aiigwi
the attacker to frame other hosts. In addition, by manimdathe
path, a host can make sure he is selected on a particular path a
later on use that to his advantage.

Black Hole. A malicious relayer can selectively drop packets
received, instead of forwarding them towards their intehdesti-
nation. This attack can potentially drop the throughput bbst to
zero.

4.3 Secure Tree Construction and Maintenance

Our routing algorithm distributively builds a spanning trealled
routing tree to provide hosts with the highest throughput from the
base station. The mobility and intermittent connectivitjhe hosts
impose adaptive requirements on any routing algorithmhisgec-
tion we define the operations used for maintaining the routieg
and discuss their secure implementation.

The set of maintenance operations consistuef Link, Update
andMincost. Cut splits a tree into two subtrees by removing an
edge between two verticegink joins two subtrees by adding an
edge between two vertices, each in a different subtMeecost
returns the weight of the minimum weight edge on the path from a
vertex to the root of the tree, which in our case is the bas@stat
Finally, Update adds or removes from the weight of each edge
on the path from a vertex to the root of the tree. A simple, loere
head implementation of these operations with(a) time, where
n is the number of vertices, or mobile hosts, per update oparat
may be preferable when the size of the network is small. In this
section, we discuss how we can implement the above operations
using topology trees, with @(log n) time per operation.

Topology trees are an instance of link-cut trees, which sti@po
superset of the above four operations for maintaining atees
in 0(log n) time per update operation. The size of the topology tree
is 0(n) and its heighD(n). We assume that the base station stores
and maintains the topology tree. Since cellular base simtiave to
keep information for every host that is logged in their cgltyring
the topology tree does not impose an unrealistic overhefdc-E
tively, the base station acts as an oracle that answers gareup-
date requests from the hosts. The use of topology treesrgaeas
that such an oracle is efficient, but in principle any implatagon
of the four operations can serve as oracle. We note that beeigi
the base station is a single point of failure, the inheress lof the
topology tree due to the base station’s failure is not antemwdil
problem. This is because the topology tree is used to prdwdes
with easy to maintain, high throughput pafihemthe base station.

Link Weight Assignmenthe routing tree is weighted, and

thatF does not need to cooperate, since the agreement can be eng,e weight of each edge is computed as a function of the band-

crypted.

Denial of ServiceSince each host has a direct cellular con-
nection with the base station, any number of malicious caoliyd
devices cannot prevent other hosts from receiving celkdavice.
Malicious hosts could however generate arbitrary amountsef
less traffic in the network, by generating requests for daathey
do not intend to use, wasting network resources.

Path ScramblingThe last phase of JANUS requires the base
station to know the entire routing tree path between a cliest h
and the base station. Since that knowledge is obtained byriregju
intermediate hosts on that path to append their names tosages
malicious intermediate hosts can not only add and removés hos

width of the physical link between the hosts that are the edge’s
endpoints. There are two types of edges in the routing tedkelar
forward links and symmetric ad-hoc links. The bandwidth eval
uation of forward links can be done by the base station, uaing
technique similar to the one presented in [11]. More spetific
the base station periodically sends link probes of fixed aimkthe
end-host counts the probes received in a certain time aitefihe
link's delivery ratio is then computed, allowing the host t@an
sure the link’s bandwidth. We assume that on each mobile thest,
MAC layer can provide the routing layer with information abou
the bandwidth of ad-hoc links.

In order to be able to find for each host the highest throughput
path from the base station, we need to be able to compute the ag-
gregated throughput of a path. As shown in [4, 11], the knowledge



of the bandwidth of all the links along a 802.11b multi-hophpéd
not enough to compute the aggregate throughput of the pathtdu
interference between successive hops, the classic methoideaf
networks of evaluating the throughput of a path as the barttvweid
the path’s bottleneck link no longer works. We solve thishbem
by using a multi-channel MAC protocol [33, 26, 35, 19]. We use
the scheme presented in [33], since it does not requireiaddit
hardware, needing only one half-duplex transceiver. Thisva
hosts that are 2-hops away on the same path, to transmittaimul
neously, by choosing different channels for transmiss®ince the
half-duplex transceiver does not allow a host to receive serdl
simultaneously, we use the aggregate throughput of 2-hdps pat
presented in Table IV in [4] to evaluate path throughputsusTh
our solution consist in breaking a path into 2-hop subpathsh as
the aggregate throughput of the whole path is the throughyheo
path’s bottleneck 2-hop subpath.

In the following, we describe in more detail each of the topglog
tree operations, in the context of the base station actiag asacle,
and discuss their secure deployment for JANUS.

Cut. The cut(v) operation splits a routing tree by removing the
edge between host and its parent. Whenever a host needs to
change the parent, either due to the parent’s failure orideedery

of a better placed neighbor, the host contacts the baserstatre-
quest it to update the routing tree by cutting the edge todtsig.
The request is done via a message encrypted using the kesdshar
with the base station. The purpose of encryption is to preverar
hosts from cutting edges arbitrarily in the routing tree.eTht
operation is not otherwise a hazardous operation from a isgcur
standpoint, since a host has the liberty of choosing anynpare

Mincost. Themincost(v) operation returns the minimum weight
of an edge in the routing tree, on the path between hastd the

tion relies only on the bandwidth evaluated and provided ey th
remotemobile hosts, there is no way of deciding if the informa-
tion is correct. To solve this issue, we use the verifiabletmosi
information [14], that mobile hosts can provide, see Seac8dl.
For this, the endpoints of an ad-hoc link first locally evéduthe
bandwidth of the link, in a way similar to the base station esal
tion of forward links. Then, along with theink parameters, each
of the endpoint hosts sends to the base station its positising

a technique similar to Sat-Range [14], the base statiofiegithe
accuracy of the position reported by the endpoints. If thetjums
are accurate, the base station evaluates the bandwidth adithec
link, based on distance, and performs 1@k operation using the
minimum between the evaluated value and the value reported by
the endpoints.

Update. Theupdate(v, w) operation adds the valueto the band-
width of all the links on the routing tree path from hedb the base
station. This operation is used whenever a host needs toeeser
release a path of relayers used for downloading informatiom f
the base station.

Using theupdate operation, a malicious host could try to add
arbitrary values to the bandwidth of the links of its ancestior
the routing tree. However, this operation can be easily sigesdv
by the base station, in the following way. When a host needs to
download information, the base station first retrieves thammim
bandwidth of a link on the path from the host to the base stasies
Section 4.4. Th&s then performs th@pdate operation with the
negative of that minimum bandwidth valuewgsn order to reserve
resources along that path. When a download is completedase b
station performs anpdate operation using the flow’s transmission
rate, as the positivevalue, in order to release resources on the path
from the client host to the base station. The operation caretore
produce no harm, since the base station decides ¥a&ie of each

base station. Whenever a mobile host needs to choose a parentpdate(v, w) operation. Moreover, anpdate with a positivew

in the routing tree, it queries its ad-hoc neighbors. Siheedra-

value can only be performed after apdate with a negativew

cle is assumed to reside in the base station, we have two ehoice value, and the absolutevalues need to coincide.

for the deployment ohincost. In the first solution, whenever a
host needs to find a new parent it contacts the base statmridpr
ing the list of neighbors and the throughput of the corredpan
edges. The base station retrieves thacost of each neighbor
and returns the identity of the one providing the client heih
the highest throughput. In the second solution, the bas®sta
periodically sends each host a signed and timestampediczgi
containing the hostaincost value. Whenever a host needs a new
parent, it collects the certificates of all its neighborseaits their
validity and freshness and makes its own local decision.

Link. Thelink(u,v,w) operation merges the routing tree rooted
at hostu with the routing tree of host, by makingv the parent
of u. The bandwidth of the added edgevisThis operation is the
reverse ofcut, and it is used by a host to complete the procedure
of changing the parent. We can now summarize the parent ehang
operation to be a successionaaft, mincost andlink operations.

There are however security issues that need to be addresaed. M
licious hosts can invent links that do not exist or provideresti-
mates of the bandwidth of existing links. To prevent this,lihad-
width evaluation of forward links can be secured by the baae st
tion, by requiring the mobile endpoint of the link to send bac
message digest of the probes received in a time interval béke
station can then compute the delivery ratio and verify tiné’di
bandwidth.

The secure evaluation of the ad-hoc links is more difficifiges
both endpoints can be malicious and colluding. If the baae st

4.4 Secure Path Reservation

The reactive part of JANUS takes place when a mobile hgst,
needs to download information from the Internet, via the lsae
tion. In such a situation, all the intermediate hosts betwgsn
parent and the base station need to be notified of the decision
The intermediaries are given the opportunity to refusei@pe-
tion or to confirm their available resources. We call thiscess
the path reservatiorphase. The throughput value maintained by
A, rate,, can be inaccurate, due to large values of the refresh rate
of the topology tree and high network mobility. During thelpat
reservation phase, intermediate hosts have the abilitdjtsathe
inaccurate throughput values of their routing tree edges.

The path reservation phase has the additional purpose wfipro
ing the base station with the identities of all the intermeslfeosts
to A. A simple way to achieve this would be to require each notified
host to contact the base station on the reverse cellulaalikre-
veal its identity. We avoid this solution, due to the potaltyilarge
number of such contacts on a low bandwidth link.

Algorithms 1 and 2 present the pseudocode of our solutiorgusin
an Orca [5] like syntax. Orca is a parallel programming languag
for distributed systems, that provides elegant conswustfor ex-
pressing reactive behavior, suchgamrds Operations can consist
of one or more guards with syntax

guard expression do statementSeq 0d 2.

Zexpression is a boolean expression astlatementSeq is a se-



Algorithm 1 The generic host's view of the path reservation and
data forwarding phases. We uskt[i] to extract theith field of
pkt.

1.0bject implementation MobileHost;
BS : BaseStation,;
inQ : InputQueue;
Id, ssn : integer;
rate, throld : real;
Kenr @ string; #key shared with BS
Kpuo © string; #BS's public key
Operation pathReserve()
p := new String(INIT, Id, ssn + +, rate, throld, fn);
pkt := new Packet(INIT, Ex,, (p));
sendToBSpkt);
guard inQ.first.type = SGN do
verify(Ky,, sgn := inQ.first([2]);
p := new String(ADDF, Id, ssn, sgn, hmac(Ksur, Id));
pkt := new Packet(ADDF, p);
sendToPar(pkt);

©XO NogArWN

10.
11.
12.
13.
14,
15.
16.
17. od
18.end

19.Operation main()
20. guard inQ.first.type = ADDF do

21. pkt := inQ.first;

22. sgn := verify (i, pkt[4]);

23. if correct (sgn, pkt) = false then

24, p := new String(ERR, Id, Idxk);

25. sendToBSnew Packet(ERR, p));

26. fi

27. store(pkt);

28. if cap(parent) < sgn[3] then

29. p := new String(LOW, Id, parent, cap(parent));
30. sendToBSnew Packet (LOW, p));

31. guard inQ.first.type = SGN do

32. pkt[4] := inQ.first[2];

33. od

34. fi

35. append(pkt, Id);

36. pkt[5] := hmac(Ksnr, pkt[5], Id);

37. sendToPar(pkt);

38. od

39. guard inQ.first.type = FLOW do

40. pkt := inQ.first;

41. if pkt[2] = Idthen

42. if checkHmac(pkt) = true then

43. h := hmac(Kenr, ACK, Id, pkt[3] + 1, pkt[4]);
44, sendToBSnewPacket(ACK, Id, h));
45, else sendToHognext(pkt[2]), pkt);

46. fi

47.end

HostA initiates the path reservation phase with operation
pathReserve, by contacting the base station through its reverse
link, (lines 9-11), with a message of tyg&lIT, containingA’s
identity, a session identifiessn,, rate,, a threshold value, and
an identifier of the information needed from the base statian
all encrypted with the secret session key shared tjth the base
station. The message structure is the following

INIT, Ida, Exa_ (INIT, Ida, ssna, ratey, thry, fn).

The values contained in the packet are the ones describéakin |
9, instantiated for host. The threshold valuehr, is the smallest
throughput that considers useful, and must be therefore larger
thanA’s forward link bandwidth. When the base station receives an

guence of statements. The operation containing guardkdlottil
one or more guards are true. Then one of those guards is riyndom
chosen and its statements are executed atomically.

Algorithm 2 The base station’s view of the path reservation and
data forwarding phases.

48 0bject implementation BaseStation;

49.Operation main()
50. guard inQ.first.type = INIT do

51. intId := inQ.first[2];

52. pkt := decrypt(inQ.first[3], Kia);

53. store(pkt);

54. pkt := sign(Id, pkt[2], pkt[3], K3, );

55. sendToHostId, new Packet(SGN, pkt));

56. od

57. guard inQ.first.type = LOW do

58. pkt := inQ.first :

59. p := signNewRatépkt);

60. sendToHostpkt|[2], new Packet(SGN, p));
61. od

62. guard inQ.first.type = ADDF do

63. pkt := inQ.first;

64. if checkHmac(pkt) = true then

65. dest := pkt[pkt.size];

66. Id := pkt[2]; #pkt[2] is client

67. String info := E,1q, (retrieve(fniq, ) );
68. break(info,n); o

69. fori:=1tondo

70. h := hmac(K,, FLOW, Id, i, info[i]);
71. p := new String(FLOW, Id, i, info[i], h);
72. sendToHostdest, new Packet(FLOW, p));
73. od

74. else detectFaultyLink

75. fi

76. od

77.end

INIT message (line 50), it responds by sendirggsigned message
SGN, Egss  (Ida, ssma, rates). WhenA receives the message (line
priv

12), it verifies the signature and contacts its parent, witleasage
of type ADDF with the following structure

ADDF, Id,, ssna, Egss  (ADDF, Ids, ssna, rates ), HMACk, (Ida).
priv

When a hosH receives aiDDF message (line 20),
ADDF, 1d,, ssny, HMACy, EKSEN (ADDF, Ida, ssna, ratey),
Idy, ..., Idx, whereld,, Id;.., Idy are the identities of all the in-
termediate hosts from to N andHMACy is an onion HMAC of all
these hosts as reported by, it first checks the signature &8
(line 22). N then checks that the last host in the path received in
the ADDF messageIdy, is its neighbor and child in the spanning
tree (line 23) . If the check fails, the host contacts the Isason
with anERR message containing its identity and the identity &f.
Otherwise, if a message fromwas never received ki, N stores a
record forA (line 27), with the following format

[Ida, ssna, HMACy, Tdy],

whereHMACy is the HMAC received.

If both checks succeedi,checks the capacity of its own link to
its parent,cap(N, P), (line 28). If cap(N,P) < rate,, it contacts
BS, with a message of tydedw, containing its identity, the identity
of its parent, and the valueap(N, P) (lines 29-30). The base sta-
tion (lines 57-61) comparesap(N, P) with thr,. If it is smaller,
it contactsA that will look for an alternate path, or choose a dif-
ferent threshold value. If the value is larger than the thots it
replacesate, with cap(N, P). It then returns tal the SGN message
SGN, Egs(Ida, ssna, cap(N, P)). WhenN receives the&GN message
(line 31), it replaces the signature in thBDF packet with the one
received in thesGN message (line 32) then appends its identifier



to the packet (line 35), computes a nBMAC incorporating the re- I m;wheck
ceivedHMACy and its identity and key shared with the base station N . e b e . R

(line 36) and sends the ne#dDF message to its parent (line 37). e © o o o -——e T o — A 8
The sent message has the following format AWEMAC: ADBEFMAC:  ADBEFGMAC,

not check

ADDF, Ids, ssna, Eges  (ADDF, Ida, ssna, ratey), i |
priv

HMACk, (HMACk, Idy), Ids. x, Idy © ©o o o o . ° ABS
The path reservation process ends when the base statioveecei ik ”‘;‘“"“k
the ADDF message initiated by (line 62). In the following section A s o o e . .
we describe the data forwarding phase. e © © o o ° ° A Bs
4.5 Black Hole Detection - T
When the base station receives #DF message (line 62BS A8 c D E F e A o
checks the validity of the HMAC, against the identities andretl °e o e o ° ° °
keys with the hosts in the path received (line 64). If the HMAC check not heck
is valid, the base station retrieves the information retpgein the / f

Qo

INIT message and encrypts it with the symmetric key shar@sby o o o o A es

with A (line 67). The encrypted information is broken into packets
(line 68) and forwarded to the host whose identifier is theifegte
ADDF message received B8 (lines 69-73), in messages of type
FLOW

Figure 2: Path scrambler attack performed by hostF against
host A. The ADDF message received by contains the identities
of A,..E, but the ADDF message sent by to G has a scrambled
FLOW, Ida, PID, PKT;, HMACk, (FLOW, Id,,PID, PKTi), list of identities, A, D, B, E, F.

wherePID is the packet identifier ang8KT; is the " packet of
the flow. PKT; is part of the encrypted requested information, thus
maintaining the confidentiality of the information.

Each host that receives a packet of typ@w, retrieves from its
local database the record correspondingde, and forwards the
packet on the link to the next hop associated with (line 45). For
each packet received,checks the HMAC and sends BS on the
reverse cellular link, anck packet (lines 42-44)

new probe, the host that is equidistant, in number of hopghaen
points of the interval. The faulty interval division proseontinues
until the faulty interval is a link.

JANUS eliminates several difficulties of [3]. First, as a side ef
fect of the path reservation phase, the sergferknows the identi-
ties of all the hosts on its path 20 Unlike [3], where the discovery
of the intermediaries is broadcast-based, our path resemvaro-

ACK, Id,, HMAC, (ACK, Idy, PID + 1, PKT;) tocol requires only unicast on the routing tree path betvisseand
A. Second, in [3], the probes are selected by the originattnef
The purpose of the HMAC with an incrementID is to authenti- trafﬁcy by Sending messages on the mu|t|h0p ad-hoc path firom
cateA for BS. self to each probe. The acknowledgments sent by each prabe, ar
During this phase, packets sent from the base station to a hosta|so sent on the multihop ad-hoc path between the probe and the
can be dropped by malicious hosts trying to interrupt tha datv. originator. In contrast, JANUS profits from the dual nature of hy
Our defense against these attacks is based on acknowledgments  prid networks, and transfers all the communication with trebps
the insertion of probes [3]. Similar to [3], we use a threstwidhe on the secure cellular links, thus greatly reducing thefitraBy
number of tolerable packet losses, and define a fault to bekepa making this distinction of the links in the hybrid network de,
loss higher than the threshold. Initially, as seen abovéy tre we can view the ad-hoc links as the data path, and the celinlkar |

client hostA needs to send an acknowledgment to the base station. as the control path.
The base station keeps track of the number of packet losses, a

the number of acknowledgments not received during a certain wi

dow of packets. When the number of packets not acknowledged 5. ANALYSIS
is higher than the acceptable threshold, the base statiectdea

fault, and initiates a faulty link discovery protocol. 5.1 Impersonation
The faulty link discovery protocol consists of selectinguaner All the communication between the base station and mobileshost
of intermediate hosts on the path from the base station toliget is authenticated using pairwise secret keys. Moreover, when t

host,A, and requesting them to acknowledge future forwarded pack- authenticity of packets needs to be verified by third partgtfio
ets, sent by the base station#o The hosts selected are called we use digital signatures, created with the base statiornistpri
probes The acknowledgment format is key. Note that each host knows the base station’s public keg-(S
tion 3.2). The use of digital signatures is restricted du¢htmr
high computation cost. We note however that mobile hosts only
whereIds is the identity of the probe, arRKT; andPID represent perform signature verification, which is much faster thamatgre

the packet acknowledged and its identifier. The selectiorhef t ~ generation, performed only by the base station.

probes models a binary search of the faulty link. The binagreh In this section we present the defenses provided by JANUS against
views the path between the base station and the dliexst an in- the attacks described in Section 4.2.

terval whose endpoints aBs andA. An interval whose right end- . .

point does not acknowledge a packet but whose left endpoint doe 9-2 Rate Inflation and Tunneling

is said to be a faulty interval. When a faulty interval is detel, Rate inflation occurs when a host advertises a maliciously in-
initially the BS to A interval, the interval is divided by selectingas a creased bandwidth value on its forward link or one of its asljac

ACK, Idp, HMACy, (ACK, Idp, PID + 1, PKT; ),



ad-hoc links. Tunneling occurs when two non-adjacent caoiyd
hosts create a path between them, either through the basm stat
or other mobile hosts, and then advertise each other asb@igh
Since the base station verifies the accuracy of the advertiisie
bandwidths using verifiable location information (SectiaB)4uch
attacks can be easily detected. In the case of tunnelingtodie
use of verifiable position information [14], the actual baitth
will be detected to be 0.

5.3 Denial of Service

In this hybrid setting, the only denial of service attacka ba
performed by hosts that repeatedly initiate a path reservatro-
tocol, without intending to use the established path, wgstire
resources of the intermediate hosts.

Our defense relies on thENIT/SGN step that each host has to
perform with the base station at the beginning of the pathrrese
vation phase. The base station authenticates the subse@ien
messages, by sending the client host a signed message(Gkd)),
that the client host has to use when contacting its parent with a
ADDF message. The impact of a denial of service attack is loahlize
by our protocol to the ad-hoc neighbors of a malicious hoste T
processing ofDDF packets still consumes resources, needed to ver-
ify the base station’s signature, although, hosts can deoiijnore
ADDF packets received from repeatedly misbehaving neighbors.

5.4 Black Hole

Hosts that ignore data packets after correctly particigdtirthe
path reservation protocol, generate black holes. We dstezh
misbehaving hosts, with a link granularity, usiajogn) probes,
(Section 4.5). The feedback about malicious links is iratlyepro-
vided by the base station to the hosts affected by them, ghrou
the use of the topology tree, see Section 4.3. More spedyfical
when the base station detects a lifk v), wherev is the parent
of u, responsible for dropping more packets than advertisegh-it
dates the link's bandwidth in the topology tree. This is doee u
ing first acut(u) operation to remove the existing link, followed
by alink(u,v,w) to add a link betweem and v of bandwidth
w, wherew is the bandwidth detected during the probing protocol,
(Section 4.5). Subsequently, when callinthcost, hosts that use
that link will be able to choose a better neighbor as parent.

5.5 Path Scrambler

At the conclusion of the path reservation protocol, the bése s
tion uses the identities of the hosts retrieved in ADBF packet,
and their keys shared with the base station, to verify theecorr

bors, the link is considered malicious. Otherwise, the hostseho
HMAC does not check is malicious. It is easy to see why this is true
if the two hosts are not neighbors, since each host has tdchec
the parent-child relation during the path reservation phase Sec-
tion 4.4. A host that does not report a message received fiuosta
that is not its child, must be malicious. For the case wheradisés

are neighbors, let the two consecutive hostg la@dU. TheHMAC

of T checks and thaMAC of U does not. Les be the host preceding

T andV the host succeeding in the path received tBS. TheHMAC

of S checks and th#MAC of V does not. IfS would be a malicious
host, then théiMAC of T would not check, sincg would change
the path thaT receives. IV would be malicious antd honest, then
theHMAC of U would check, sinc& cannot maliciously change the
path that reaches one of its predecessors in the routingoeémre

it reaches itself.

6. SIMULATION RESULTS

In this section we compare the performance of JANUS with
UCAN [23]. UCAN proposed the dual interface model and in-
troduced an on-demand routing algorithm. We compare the two
algorithms in terms of the cellular and ad-hoc message eaerh
introduced.

We perform the experiments by placing mobile hosts in a squar
of size886 x 886m?, having the base station, with a transmission
range of 600m, placed at its center. Each host is therefare co
ered by the base station’s transmission range. We use tlendep
dency between a host’s forward link bandwidth and its distaoce
the base station, from [23], with the highest bandwidth valfie o
2.4Mbps. We use the random waypoint mobility model [20, 36],
without a pause time, to simulate the behavior of mobile hd¥ts
assume that the ad-hoc transmission range of hosts is 115ma wi
link bandwidth of 11Mbps at less than 50m distance and 1Mpbs at
115m.

We place a nhumber of hosts (between 50 and 500) in the square
of size 886 x 886m?, 20 of which have a flow from the base sta-
tion. For JANUS, we assume a refresh rat@@bgn), wheren is
the number of hosts, and for UCAN we fix a TTL value of 3. For
each network size, we choose 10 random initial configuratiamg
let the hosts move at a maximum speed of 10m/s for 200 seconds.
Figure 3 shows the total number of cellular and ad-hoc message
quired by JANUS and UCAN for 200 seconds of host movements,
averaged over the 10 initial configurations.

Figure 3(a) shows that the overhead of JANUS in terms of cel-
lular messages grows much slower than in UCAN. In JANUS, the
number of cellular messages is dominated by the proactivie pa

ness of the HMAC received in the same packet. The two values do where at each refresh period, all the hosts contact the batsenst

not coincide only in the case of an intermediate host havang-t
pered with theADDF message. The base station then performs a
binary search, similar to the one used for the black holelattia
order to retrieve a link that has a malicious host as an entlpbhe
only difference from the black hole countermeasure, istthama-
licious link is found usingIMAC verification instead of packet loss
detection. Let the path received Bg be Py, ..,Px. The base sta-
tion finds the median of the path.. )/, and probes it, through
the forward link. The host has to reply with the entire path tred
HMAC,_, value received from its child. The base station then checks

to update the topology tree. Even though reactive, UCAN needs
to maintain the paths used by the flows, that often break due to
host mobility. Every host that receives the flooding mes$amge a

host with a lower forward link bandwidth, contacts the basemstat

The overhead in terms of the number of ad-hoc messages, shown
in Figure 3(b) is higher for JANUS for networks with less than 150
hosts, but smaller for larger networks. This is because in JANUS
the number of ad-hoc messages is dominated by the periodic be
coning of the parent host in the routing tree. On the other hand
for dense networks, UCAN needs to contact many hosts in order to

HMAC,_; against the host’s path. The base station can perform this update broken paths (up to 200 hosts per broken path for anetw

check since it knows the identities of the hosts on the pathtlzad
keys used to compute thIAC.

of 500 hosts).
In the second experiment, we place 250 hosts in the same square

The search continues on the interval whose left endpoint has aeach host moving at a maximum speed of 10m/s. We increase the

correctHMAC and whose right endpoint has an incorrect value. The
search ends when two consecutive hosts on the path receissd by
give different results on thBMAC check. If the two hosts are neigh-

number of concurrent flows from 5 to 30. For each experiment, we
choose 10 random initial configurations, each with a diffeseof
hosts concurrently supporting flows, and perform each exyzeri
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Figure 3: Cellular and ad-hoc message overhead of JANUS and UCAN, forpto 500 mobile hosts. For each network, 20 hosts have
a flow from the base station. We show the total number of messag required per flow maintenance, for the 200 seconds of hosts
movements, averaged over 10 random initial network configuations.
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Figure 4: Message overhead of JANUS and UCAN, for 250 hosts, with up to03concurrent flows. We show the total number of
messages required to maintain all the flows, for the 200 secosdf hosts movements, averaged over 10 random initial netwlr
configurations.

for 200 seconds. Figure 4 shows the number of cellular and ad- we believe that the network model proposed is general enaugh t
hoc messages required for the per-flow maintenance in JANUS andaccommodate any network whose hosts communicate through fas
UCAN. Since most of the traffic overhead of JANUS is generated but ephemeral links with each other, but with a slow and rediabl
by the proactive part of the protocol, the number of messages- link to a central access point. Future work in the same lires ¢
riences only a small increase with the number of concurrenssflo centrates on extending the techniques presented here éoapv
thus the number of per-flow messages decreases abruptlyheith t networks, which demonstrate a related set of security thraad
number of flows. For UCAN however, the growth is significant, they could be modeled in a similar fashion as hybrid networks
proportional to the number of flows, which explains the almost

constant number of messages required for a flow. In termseof th
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