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Abstract. A good direction towards building secure systems that operate effi-
ciently in large-scale environments (like the World Wide Web) is the deploy-
ment of Role Based Access Control Methods (RBAC). RBAC architectures do 
not deal with each user separately, but with discrete roles that users can acquire 
in the system. The goal of this paper is to present a classification algorithm that 
during its training phase, classifies roles of the users in clusters. The behavior 
of each user that enters the system holding a specific role is traced via audit 
trails and any misbehavior is detected and reported (classification phase). This 
algorithm will be incorporated in the Role Server architecture, currently under 
development, enhancing its ability to dynamically adjust the amount of trust of 
each user and update the corresponding role assignments. 

1   Introduction 

The goal of this paper is to provide a solution to the problem of classifying role pro-
files. The notion of the role is adopted for wide environments like the World Wide 
Web (WWW) that allow for wide range information exchange and access. In such a 
context, where accessibility to large amount of data is provided, certain security con-
cerns about the data itself are also raised. In such an environment, there is no guaran-
tee that all the users entering a system behave appropriately. Establishing security and 
access control mechanisms in particular is a rather difficult task mainly because of two 
reasons: 1) the large number of users that want to access the applications and 2) the 
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fact that these users are mainly unknown. RBAC has emerged as a promising technol-
ogy for efficient security management and enforcement [1,6] in such large-scale envi-
ronments. Adapting RBAC to enforce security in the Web is increasingly seen as a 
solution for scalability issues, because permissions are associated to roles instead of 
users and the number of roles is much smaller compared to the number of users 
[28,29]. Therefore, the notion of role that can be assigned to a group of users is vital 
for such applications. However the problem that remains unsolved is how to trace the 
users’ behavior dynamically and guarantee that their behavior is within the limits 
imposed by the role they hold. This paper deals mainly with this problem and pro-
poses an algorithm that will be a part of the Role Server architecture as described 
below. 

1.1   The Role Server Architecture  

The formalization of trustworthiness of users that enter large scale environments is a 
major research direction. The main goals of this research involve: (a) designing a 
trustworthiness model, (b) determining the permission set granted to a user, and (c) 
evaluating the reliability of credentials that a user obtains from third parties. The 
overall goal of our research is to build a prototype of a Role Server that securely as-
signs roles to users. The main components of this Role Server are shown in Figure 1. 
The main components of the Role Server architecture presented in Figure 1 are (a) the 
trustworthiness management, (b) the evidence evaluation, (c) the credential manage-
ment, and (d) the role assignment component. The functionality of these components 
are described in [32].  
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2   Related Work 

Our research on building role profiles is primarily inspired by the work done in three 
main research areas, namely, data mining, classification and clustering; intrusion de-
tection and; user profile building.  

Clustering can be loosely defined as the process of organizing objects into groups 
whose members are similar in some way. An introduction to clustering techniques is 
given in [11,13,15,17] while a brief overview of the existing clustering techniques is 
given in [14,12]. Generally, there are two major styles of clustering: partitioning 
(often called k-clustering), in which every object is assigned exactly to one group, and 
hierarchical clustering, in which each group of size greater than one is in turn com-
posed of smaller groups. Clustering algorithms for user profiles extraction have been 
employed in [16]. In order to extract users access profiles, the user sessions are clus-
tered based on the pair-wise dissimilarities and using a fuzzy clustering algorithm. An 
extension of the previous work is given in [18] where new algorithms for fuzzy clus-
tering of relational data are presented. The basics of fuzzy clustering techniques are 
presented in [19]. 

Closely related to our work is the research being conducted in the area of Intrusion 
Detection (ID). The major objective of these research efforts is to determine whether 
the behavior of a user within the system is normal or intrusive. There are mainly two 
techniques towards Intrusion Detection namely anomaly detection and misuse detec-
tion.  A taxonomy and an overview of the existing ID Systems (IDS) is presented in 
[7]. Generally, anomaly detection identifies activities that vary from established pat-
terns for users or group of users. Anomaly detection typically involves the creation of 
knowledge bases that contain the profiles of the monitored activities ([25]). Misuse 
detection on the other hand, involves the comparison of the users activities with the 
known behaviors of attackers attempting to penetrate a system ([20,21]).  The IDSs 
specify whether the behavior of the user is (is not) within the acceptable limits of the 
behavior that the system can (cannot) tolerate. The classification algorithm presented 
in this paper is based on [31]. In this paper the authors build clusters that characterize 
normal and intrusive behaviors.  

Building user profiles is another important related area of research. There is a con-
siderable amount of work that has been done on building users group profiles for web 
sites access, and which mainly lays in the area of web mining. The researchers in-
volved in this area have noticed that as the complexity of the Web sites increases the 
statistics provided by existing Web log analysis tools [1,2,3] may prove to be inade-
quate, and more sophisticated types of analyses is necessary. Web Usage Mining, 
which is application of data mining techniques to large Web data repositories, adds 
powerful techniques to the tools available to  Web site administrators for analyzing 
Web Site usage. Web Usage Mining Techniques developed in [8,9,10,27,30] have 
been used to discover frequent itemsets, association rules [5], clusters of similar pages 
and users, sequential patterns [26], and perform path analysis. In web usage mining  
the group profiles are constructed based on the user’s navigation patterns within the 
web site and not based on the actions that have been conducted by the users on the 
system in terms of commands, memory and disk usage etc. In other words, the web 



profiles are based on the web log analysis, while the building role profiles in our case 
is based on the audit data analysis.  

3   The Algorithm 

The proposed algorithm can be described as follows: 
The initial input to this algorithm is a data record of the audit log from which the 

system administrator can select n attributes which are the most appropriate ones. 
Therefore, each data-point is a value in the n-dimensional space. An additional field 
needs to be added in each record and this field will denote the role of the user the 
specific data record represents. Therefore a record – input to our algorithm will look 
as follows as [X1,X2,…Xn, R1]. This implies that the values of the attributes of the log 
file for the specific user are X1, X2, … Xn and that the role of this user is R1. The goal 
of the algorithm is the following: Having a certain number of such data records, a 
certain number of clusters should be formed. The minimum number of these clusters 
will be equal to the number of different roles. But this is just the lower bound. The 
upper bound can obviously be the number of users, a case that will rarely occur given 
that the behaviors of users holding the same role will not be completely diverse. Each 
cluster can contain users that belong only to one role, and each one of them will actu-
ally, be a profile for the behavior of the users that have acquired that specific role. 
After the training phase, the system should be able to deal with new users coming to 
the system on its own. The algorithm should also be able to perform often updates, 
without deteriorating the performance of the system. This requires that the algorithm 
should be incremental. 

 
Notice that the algorithm operates under the assumption that every user can only 

hold one role, and therefore there cannot be entries in the audit data that correspond to 
the same user, and are of the form [X1,X2,…Xn, R1], [X1,X2,…Xn, R2] with R1≠R2.  

3.1   The Phases  

The algorithm consists of three phases. The first one is the training phase. During this 
phase the system is trained and the clusters that correspond to the role profiles are 
built based on the training data.  The second phase is the classification phase. In this 
phase the algorithm actually detects whether the users behave according to the role 
that has been assigned to them. Since new users and new requirements arise, there is a 
need for periodical update. The frequency of functionality updates will depend on the 
system’s requirements.  

3.1.1   Training Phase – Building the Clusters  

The algorithm starts by creating a number of dummy clusters, say d. This number d is 
equal to the number of discrete roles that can possibly exist in the system. The cen-



troid of each one of these clusters is the mean vector, containing the average values of 
the selected audit data attributes) of all the users that belong to the specific role (note 
that in this stage the role of each user is known).  It is also supposed that the training 
data consists of roles of the normal behaving entities. Although this may seem restric-
tive and enough to cause biased results, this is not the case since a legitimate user of a 
role R1, is classified as a malicious user when  he/she tries to acquire one of the other 
roles. This allows abnormal behaviors for each role also to be considered. 

After the first step d discrete clusters exist. The next step is to deal with each one of 
the data records of the training data separately. For each training data record, the dis-
tance between this record and each one of the clusters is calculated. This distance 
calculation takes into consideration only the previously selected n attributes of the 
data records that come from the log data. The cluster Ccur that is closer to the current 
data record Rcur is therefore specified. The data record is not assigned immediately 
into its closest cluster. One more check, regarding the role of the current record and 
the role represented by the cluster, needs to be done. In other words if the role of the 
record Rcur is the same as the role of the cluster Ccur then the current data record is 
assigned to this cluster, the mean vector of the cluster is reevaluated and the procedure 
continues with the next record of the training set that becomes the current record Rcur. 
On the other hand, if the role of the current record Rcur is different from the role whose 
profile is represented by the cluster Ccur then a new cluster is created. This cluster will 
contain the current record and it will be another representative cluster of the role the 
record Rcur holds. This step is repeated until all the data that is available in the training 
set is processed.  

Notice that form the above description of the above algorithm it can be concluded 
that each cluster contains behaviors of users that belong to a single role. However, 
there can be multiple different clusters that capture divergent behaviors of users hold-
ing a single role.  
 

3.1.2   Classification Phase  

The problem this phase deals with is that,  given the behavior of a specific user U, 
represented by an n-dimension data point, the algorithm should verify whether the 
user U behaves according to the role he/she claims to have. If this is not the case, then 
the system should trigger an alarm, or take other measures as per the policy decided. 
Notice, that if the behavior of the user is not within the ranges of acceptable behavior 
of his role, the system is also able to determine which one of the other roles the user is 
attempting to acquire.  

One of the ways of verifying (or not verifying) that a user behaves according to the 
role he/she has, is to calculate the distance between the n attributes that represent the 
user’s U behavior in the audit data record with the centroids of the existing clusters. 
Then take the closest cluster to the user U and check whether the role whose profile is 
represented by this cluster is the same as the role of the user U. If this is the case, then 
the user’s behavior is within acceptable limits for the role he holds. Otherwise, a warn-
ing should be raised. 



4   Experimental Results  

The experimental data were collected from a standard NT server. We have experi-
mented with 2000 records that have been selected for training the data and other 1800 
records of user transactions have been used for testing. Three   attributes of the audit 
log record have been selected as the most representative ones and they correspond to 
the command the user uses, the protocol he uses to access the server and the location 
he uses for his accesses.  

4.1 Experiment I  

Problem Statement: The goal of the first experiment is to test the classification accu-
racy of the proposed algorithm. Given a training data set what is the accuracy of clas-
sification that can be achieved when the testing set contains new records, other than 
those included in the training set? 
Hypothesis: Intuitively it is expected that when the testing and the training data are 
identical the classification accuracy of the algorithm would be 100%, since the system 
has a clear idea of how to classify each one of the testing records. The higher the per-
centage of new (previously unknown) records in the testing set the less the classifica-
tion accuracy of the algorithm. 

Another parameter that is expected to have an impact to the classification accuracy 
of the algorithm is the number of distinct roles of the system. The more the number of  
roles, the less accuracy expected. And this is because the borders between the clusters 
become less distinct as the number of roles increase. Large number of roles inevitably 
means more clusters, whose centroids are closer to each other, making classification 
process less accurate. 

Both hypotheses are experimentally tested below: 
Input Parameters: For the first experiment we have used the training data set consist-
ing of 2000 records describe above. For the testing phase we have substituted a certain 
percentage (ranging from 0 to 90%) of the training data set with new records from the 
other set of 1800 records.  
Regarding the roles the input parameters were the following: 
§ For the experiment with 6 roles we discriminate six roles from the audit data (“sys-

tem administrators”, “faculty members”, “staff”, “graduate students”, “undergradu-
ate students”, “visitors”). These roles are discriminated from the audit data and veri-
fied by the system administrator himself. 
§ For the 4 role experiments we have put some of the above roles under the same new 

(hyper)-role. In this case the roles that have been discriminated are: (“system admin-
istrators”, “academic staff”, “students”, “visitors”). Here the “academic staff” (hy-
per)-role refers to both the faculty and the staff members of the university. The same 
way the (hyper)-role “students” includes both the graduate and the undergraduate 
students referred previously.  
§ Finally the two-roles that have been discriminated for the two role experiments are 

the “recognized users” and the “visitors”. The correspondence to the above catego-
ries is rather straightforward. 



Output – Data Observations: The output data of the first experiment have been 
gathered and presented in Figure 2. The y-axis of the graph shows the classification 
accuracy of the algorithm for the various percentage of new records inserted in the 
testing phase (x-axis) and for different number of roles (2, 4, 6). For example, it is 
found that the classification accuracy is 80% when there are 4 distinct roles in the 
system and  50% of new records inserted in the testing data set with respect to the 
training data set. This implies that the testing set consists of 1000 records that are the 
same as in the records used in the training phase;    and additional 1000 records that 
are new to the system and not used for training. Classification accuracy of 80% means 
that 1600 out of the total 2000 records of the testing data set were classified correctly. 
Conclusions: The experimental results that we gather verify that our classification 
algorithm is capable of achieving satisfactory classification rates. The main parame-
ters that have an impact on the performance of the algorithm are the percentage of new 
records in the test data with respect to the records of the training data set, and the 
number of distinct roles. The less the number of roles and the less new data records 
the better the classification rate obtained. 
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4.2   Experiment II 

Problem Statement: The second experiment’s goal is to test the ability of the algo-
rithm to point out misbehaviors of the users and to additionally specify the type of 
their misbehavior.  
Hypothesis: Based on our intuition and on the results obtained from the previous 
experiment, we hypothesize that the two main parameters that have an impact on the 
performance of the algorithm in this experiment are the percentage of misbehaviors 
that appear in the testing data set, and the number of discrete roles that are discrimi-
nated in the system.  

Figure 2: Classification Experiment 



Input Parameters: For the second experiment we have used the same training data 
set constituting 2000 data records. For the testing phase we do not use any of the addi-
tional 1800 new data records. Instead we have modified the role attribute of a certain 
percentage of the records of the initial data set varying from 0 to 90%. Therefore, if an 
initial record of the training data set is like [X1,X2,X3,R1] and this records is going to 
be changed for the testing phase, then its changed format is [X1,X2,X3,R2]. The algo-
rithm is expected to point out that this is a misbehavior in the system of the form  
R1à R2. The rest of the input parameters remain the same as in experiment I. 
Output – Data Observations: We compare the algorithm’s output regarding the 
misbehavior of the users with the initial unmodified records and check the output of 
the algorithm in terms of how successfully the misbehaved users were classified. Fig-
ure 3 presents the output of the experiment II. The y-axis of the graph shows the mis-
classification accuracy, while the x-axis shows the percentage of the original data 
records that have been changed to be misbehaviors for their roles.   
Conclusions: The experimental results have pointed out the ability of the algorithm to 
find misbehaviors in the system and to point out the type of this misbehavior in terms 
of the role that a user is illegally trying to acquire. The number of distinct roles and 
the percentage of misbehaviors play an important role in this context. 
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5   Conclusions and Future Work 

This paper presents an algorithm for building user role profiles. This algorithm will be 
used in the Role Server architecture [32] and can also be adopted within any RBAC 
system to examine whether a user behaves according to the role he/she holds. The 
algorithm has been presented in detail and evaluated by a small-scale experimental 
process. 

Among our future research plans are extensive experimental evaluation of the algo-
rithm and its incorporation as a component of the trustworthiness manager of the Role 
Server presented in Figure 1.  We also plan to compare the performance of the algo-
rithm with similar classification algorithms and cross validate experiments.  Attempts 
will be made to check the impact of larger data sets, number of roles and attributes, on 

Figure 3: Misclassification Experiment 



the accuracy of the algorithm. Experiments with larger data sets would give a better 
insight into other aspects of the algorithm, e.g., efficiency, accuracy and scalability 
etc.  
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