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Abstract

The development of inter-networked enterprises crested a new computing environment in
which information assurance is critica. The objective of this aticle is to invesigate the
information assurance needs of today’s companies. For this purpose, the literature dedling
with information assurance is reviewed. A new definition of information assurance is aso
introduced following the TQM approach to better fit the needs of inter-networked
enterprises. A lig of requirements for information assurance is developed. The critica
agects of information assurance falures in ERP systems are dso investigated using
MICSS lab experiments and an industry survey.
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1. INTRODUCTION

Companies  organizetion and functioning have changed dramdicdly under the
influence of information technology. Information sysems have evolved from a centrdized to
a digributed organization. This change has enabled the development of inter-networked
enterprises.

In these companies, information systems do not only support busness functions but
they are dso integrd parts of the business operation. For example, ERP systems (Enterprise
Resource Planing) are essentiad for organizations and their supply chains. Companies
completely rey on therr informaion sysem for the execution and coordination of daily
business operations.

Criticd issues, however, are facing nowadays the enterprise information systems.
Companies often have trouble obtaining vduable, timey information and exchanging correct
data between different departments of the company. The digtribution of information sources,
and the high speed of data trandfer have increased the wvulnerability of companies to
informetion falures and the impact of these falures on the performance of organizations.
Incorrect information in ERP sysems can have serious consequences for inter-networked
companies. These problems become even more critical when a company tries to manage its
supply chain. As a consequence, it is necessary to deveop a definition of information
assurance that fits the actud needs of inter-networked companies, and discover if there exist

gpecific information assurance failures that are critica for the performance of a company.

2. INFORMATION ASSURANCE: DEFINITION AND REQUIREMENTS

2.1. Literature review

a. Information assurance and security



The topic of information assurance and security has been origindly described mainly
by computer scientists. Their gpproach of information management focuses on information
security from internal and externa threats (e.g., Longley and Shain, 1986; Shirey, 1995;
Finne, 1997; Voas, 1999).

Network security management is defined by Shirey (1995) as “supporting security
policies by monitoring and controlling security services and  mechanisms,  didributing
security information, and reporting security events” The functions associated with network
security management are: controlling access to resources, retrieving and archiving security
information, and managing and controlling the encryption process.

Automated information system security implies “the totdity of security safeguards
needed to provide an acceptable level of protection for the system and for data handled by it”
according to the definition proposed by Longley and Shain (1986). Information assurance in
computer security has aso been defined. A cdlear diginction is made between information
security and information assurance by Dobry and Schanken (1994). Information security is a
feature of the functiond components of a product or system, whereas information assurance
refers to the quaity of the development and testing process, of the development environment,
and of the operational support for the product or system. Information assurance is defined
more syntheticaly by Longley and Shain (1986): “it is a measure of confidence that the
security features and architecture of an automated information system accuratdy mediate and
enforce the security policy.” A dightly different definition is provided by Jden and Williams
(1998): “Assurance is a measure of confidence in the accuracy of a risk or security
measurement”. This traditional definition of information assurance, however, does not fit the
curent needs of indudrid agpplications. Today’s networked enterprises are primarily
concerned with the qudity aspects of their information for the purpose of achieving ther
performance gods, and with reaching a globd improvement in the trusworthiness and vaue-
addition of information.

b. TQM, qudity assurance and information systems
In the literature deding with information management, different gpproaches to

information can be found. On the one hand, an agpproach focusng on information security



from internd and externa threats, described in Section 2.1.a, and on the other hand, there is
an gpproach emphasizing information’s accuracy, vaue-addition and related features.

Severa aticles show that companies are now seeking new approaches regarding the
adminigration of digtributed information systems. Ford Motor Co. has developed automated
features to monitor and maintain its distributed information system as described by Schwartz
and Zdewski (1999). The god is to detect security wesknesses, for ingtance in the definition
of a given user rights, and correct them before anyone can use it to perform malicious
actions. British Airways has dso darted to think about the vaue-addition of information in
its didributed information sysem. This reflection has been coupled with consderation of
security a the physicd levd, as described by Steinitz (1998). These efforts show that
companies seek new gpproaches for information system adminidration. They are concerned
with quaity assurance related features.

Some research work has already tried to apply a TQM approach to data management.
A description of data characteristics has been developed from a user-centered approach by
Wang (1998). He explans tha any piece of information has the following qudlity
dimendons intringc qudity (accuracy, objectivity, believability, reputation), accesshility
(acoess, security), contextud vaue (rdevancy, vdue-added, timeliness, completeness,
amount of data), and representationd vaue (interpretability, ease of understanding, concise
representation, condstent representation). According to Wang, the qudity dimensions must
be taken into consderation in the TDQM (Tota Data Quaity Management) approach.

c. Information assurance survey of requirements

Without clear knowledge of the true needs for information assurance, a company may
employ local, specidized solutions that are too redrictive, or not comprehensve. The
chdlenge is to ascertain what the true assurance requirements are for given indudries, in
order to develop the most effective means to address the problem.

There are two ways of surveying requirements. On the one hand, people can use
literature review and experts knowledge to andyze ther problem and see what the key
issues are. On the other hand, people can conduct surveys among information systems users
to understand what the key issues are from a description of the system routine use.



Severd atides summarizing experts knowledge in the fidd of security requirements
can be found. Dobry and Schanken (1994) explain that security requirements have darted
with the Depatment of Defense Trusted Computer System Evauation Criteria (TCSEC),
adso known as Orange Book (originaly defined in 1985). These criteria were meant to
provide software manufacturers with a standard to assess the security level of their products.
They have been updated to become the Federa Criteria in 1993. Nevertheless, these criteria
were not able to encompass digtributed systems in the rating scheme. Efforts to develop
criteria to assess didributed systems are continuing. Dobry and Schanken develop, however,
useful information about didtributed systems security requirements, which can be categorized
as ether functiond, or assurance related. The functiond requirements are: Identification and
Authentication, Trusted recovery, Security management, Trusted path, Access control, Audit,
Avallability, Cryptography, Daa confidentidity, and Data integrity. Assurance requirements
ae dso presented. Their objective is to make sure that developers have kept in mind the
functiona requirements in every dep of the deveopment process. These assurance
requirements are not included in the scope of this research.

Network management functions were described by Shirey (1995). Shirey dso lids
the security requirements for network management data They ae confidentidity, integrity,
authentication, access control, non-repudiation and availability. Some security requirements
for intranet gpplications are described by King (1997). A checkligt is provided. In particular,
it comprises. information classfication (datasets), employee identification (identification and
definition of user groups), firewdl, backups, intruson detection tools, and encryption.
Another field is described by Pfleeger (1991), who focuses on the requirements leading to
security certification of software gpplications. Pfleeger provides a complete framework to
cary out a quantitative assessment of software application security. In particular, the
framework reduces security requirements into three categories.

a. Confidentiality, the dtate that exists when data are held in confidence and are

protected from unauthorized disclosure,

b. Integrity, the date that exists when computerized data are the same as those in the

source document, or have been computed correctly from source data,



c. Availability, the state that exists when automated data processing services can be
obtained within an acceptable period of time.

Thee aticles, deding with requirements surveys, prepared a dating lis of security
requirements. This lis was completed to match the problem of information assurance (see
Section 2.3.).

2.2. TQM-based definition

As indicated above, companies require more than information security. Wang (1998)
pointed out the need for companies to have information that has intrinsc, access, contextud,
and representational dimensions by applying Totd Qudity Management to data. In this
thess, Wang's ussful work is combined with further consderation of security aspects. When
information systems become the spina cord of modern companies, these companies must
have a reliable sysem that provides secure and useful information, and these systems have to
manage security and assurance problems by themsdlves.

Based on this initid work, it has been concluded that an information sysem is
worthwhile if it can ensure that its information is secure, keeps its integrity, and maintains its
ggnificant vaue for users. As a result, information assurance (Figure 1) can be defined as the
combination of:

1) Information security

2) Information integrity

3) Information sgnificance
Information security means protecting information from malicious thrests and damage due to
externa or internal sources.
Information integrity should be undersood as permanency of the information during
communications and storage.
Lagly, information significance refers to the vaue that the intended user can get out of the

information when ghe recavesit.



Information Assurance

Information Security Information Integrity

Information Significance

Figure 1. Broad view of Information Assurance

The definition traditiondly used in computer science (eg., Longley and Shain, 1986; Jden
and Williams, 1998) dates that information assurance is “a measure of confidence that the
security features and architecture of an automated information system accuratedy mediate and

enforce the security policy”.

However, this definition does not fit the broader view of the information assurance problem.

The broader view condgders assurance from the viewpoint of “qudity assurance’. The

broader definition is proposed as follows:

- Information assurance combines the requirements of information security, integrity

and sgnificance.

- Assuring information means having a safe information system, which guarantess thet

information is secure and a the same time keeps its integrity and its sgnificance

during itslifetime.

- The god of informaion assurance is to provide trusworthy and gSgnificant

information to users in operationd, sarvice sysems that rdy on the information for

the fulfillment of their objectives.

2.3. Requirements for information assurance

A prdiminary andyss generated a lig of dl the requirements a company must fulfill
if it wants to assure its information (Table 1). For each category, a non-exhaudive lig of
mesasures is shown that can guarantee that the category is fulfilled. Currently, the examples
(initalics) are technica issues that may change with the state of the art.




One mugt understand that Table 1 points out comprehensive requirements (non itdic) that
must be fulfilled to assure information in networked enterprises. It can be noticed that some
of the requirements specified for information security have been previoudy described by
Schwartz and Zaewski (1999) regarding the RACF parameters (Resource Access Control
Facility) developed by IBM.

2.4. MICSS lab experiments

As a dep in refining the assurance requirements derived from the literature, and
showing the varidble needs in information assurance, experiments were conducted with an
ERP software smulator cdled MICSS (Management Interactive Case Study Simulator)
[ http://mww.mbe-smulations.conV, June 2001]. MICSS was used to smulate the functioning
of a company with a team-oriented view. There are four views of a company, namely

Marketing, Production, Purchasing and Finance. Each of these views can combine to operate
the company to be profitable.

Table 1. Requirements of information assurance
(based on literature review, lab experiments and an industry survey)

Information Assurance
Information Security Information Integrity Information Significance
requires. requires: requires.

Protection against exter nal Data integrity: Intrinsic value of

threats: - Preventing data decay | information:

- Anti-virus - Preventing accidental |-  Accuracy
Intrusion detection loss of data - Objectivity
Firewalls - Updating and - Believability
Encryption, personalization maintenance
System authorizations Contextual value of

(login + password) Communications information:
integrity: - Relevancy

Access profilesmanagement: | - Assuring quality of | - Value-added

Profiles and attributes definition: communicationslinks | . Timeliness

Users groups - Recovering from - Completeness




Class authorizations
Attribute of groups
Profiles and attribute
maintenance:
No user with non-standard
password intervals
No inactive user IDs

Data logging:
- Global accesstable entries
Started task table entries

Class descriptor table entries

Dataset name table entries
Range table entries
Inbuilt audit trails

Data management:

- Definition of sensitive
dataset profiles
Definition of general
resour ces profiles

transmission failures
Ensuring that the
data of receiver and
sender map correctly

System recovery:

Restarting the system
after it crashes
Reverting to stable
state after system
interruption

- Correct amount of data

Representational value of
information:
Inter pretability
Ease of understanding
Concise representation
Consistent
representation

In an ERP system, a company enters an operationd policy P to ease and automate
some of the basic functions of the busness, such as production planning. A policy can be
described as a k-tuple recording the value d of each data item O composing the policy; eg. P
= (d, @, ..., &). Often the company follows a basdine policy BP, recognized to provide

good performance results regarding profitsp and due-date-performance DDP.

As a consequence, three typicd scenarios regarding information can be encountered

in an ERP sysem. When the company whishes to input its basdine policy BP, the vaue d of

adataitem D; can indeed be one of the following:

1. Correct, defined as BP

2. Correct but delayed, defined in this research as D4(D;) or D8(D;)
3. Wrong, defined as Wd(D;) or Wh(Dy).




A st of expaiments was run with MICSS to smulate falures in information
exchange and andyze the potentiad consequences of falures on the performance of the
company. Fird, a Basdine Policy was built for the company. The vaues in the purchasng
policy, marketing policy, etc... were chosen so that the company peforms well. Then,
information assurance falures such as Ddayed informaion or Wrong information were
introduced in the Basdine Policy to assess the consequences of low-leve information

assurance on the performance of the company.

Thefollowing parameters were used to Smulate the information failure scenarios:
1. Information faluretype,
a Correct
b. Correct but delayed
c. Wrong
2. Dataitem (type of data affected by informetion failure),
a Dj=Price
b. D, =QLT (Quoted Lead Time)
c. Ds;=BachSze
d. D4 =Order Leve
3. Length of delay,
a 4 months
b. 8 months
4. Error sze (ratio between the wrong vaue of dataitem and the correct value),
a. Double
b. Half.

As a consequence, 17 scenarios were smulated.

For each scenario, ten runs were smulated. During a run, the functioning of the company
was smulated for one year, and the performance of the company (Profits p, and Due Date
Performance DDP) was recorded after each period p of two months. The detailed satistical
andyssisdescribed by Bellocci et d. (2001).
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The desgn of experiment is presented below (Table 2). The objective of these experiments
was to answer the research problem introduced in Section 1. Are there specific information

falures in ERP sysems that have a larger impact on the profits p and the due-date-

performance DDP of a company than others?

An example of the graphs and results obtained with the MICSS lab experiments is presented

in Figure 2.
Table 2. Design of information assurance failures experiments
No. Experiment Independent L evels Performance
variable M easur es
Delayed 4 months |  Information a BP ap
information faluretype b. D4(D)) b. DDP

Resear ch Hypothesis:

Given a data item D; and a period of the year p, there is no sgnificant difference in
the performance of the company between the correct policy BP and the policy

DA(D;).
Delayed 8 months |  Information a BP a p
information faluretype b. D8(Dj) b. DDP

Resear ch Hypothesis:

2
Given a data item D; and a period of the year p, there is no sgnificant difference in
the peformance of the company between the correct policy BP and the policy
D8(Dy).
3 Wrong half Information a BP a p
informetion falure type b. Wh(Dy) b. DDP
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Resear ch Hypothesis:

Given a data item D; and a period of the year p, there is no dgnificant difference in
the performance of the company between the correct policy BP and the policy
Wh(Dy).

Wrong double Information a BP a p
information failure type b. Wd(D;) b. DDP

Resear ch Hypothesis:

Given a data item D; and a period of the year p, there is no sgnificant difference in
the performance of the company between the correct policy BP and the policy
wd(D;).

Length of a D4(D) a p
Length of Delay Dday | b. D8(D) b. DDP

Resear ch Hypothesis:

Given a data item D; and a period of the year p, there is no sgnificant difference in
the performance of the company if the correct vaue of data item D; is ddlayed 4
months or delayed 8 months.

a Wh(D) a p

Error Sze Error Sze b. Wd(D) b. DDP

Resear ch Hypothesis:

Given a data item D; and a period of the year p, there is no sgnificant difference in
the performance of the company if the vaue of data item D; is wrong hdf or wrong
double.

Baseline policy (10 runs)

QLT
Wrong double

Metric: Profit

Period 1 Period 2 Period 3 Period 4 Period 5 Period 6

D - D - D - D - D - D -

3,000,000

/
2,500,000
/
2,000,000
CorrM
1,500,000 /
1,000,000 *

/ Wrong double <
500,000 /’/ &
* A

0 T & T
A
Period 1 Period2 Period3 Period4 Period5 Period 6

(10 runs)

Profit

-500,000

Metric: DDP
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Period 1 Period 2 Period 3 Period 4 Period 5 Period 6

105
100 /- w —
95 /

o 90
a) Correct
85
/ Wrong double
80 /
75 A
70 T T T T T
Period 1 Period 2 Period 3 Period 4 Period 5 Period 6
Legend:
S=dmilar

D = ggnificantly different
D- = ggnificantly different and metric's value smdler than with Basdline Policy
D+ = ggnificantly different and metric’s value bigger than with Basdine Policy

Figure 2. WA(QLT) versus BP (for Profit and Due Date Performance)

Conclusions from the [ab experiments:

1)

2)

3)

4)

The experiments show tha information falures have dgnificant impact on the
performance of acompany only under specific conditions.

Profit is very sendtive to information fallures. Due Date Performance reacts more
dowly and isimpacted sgnificantly only after long lasting and large errors.

The impact of information failure depends greatly on the Data item that is concerned
by the falure. For ingance, the consequences of a problem concerning Price are
usualy much more serious and long lagting than when the error concerns Baich Size.

Daa items have different characterigtics that make them more sendtive to a specific
type of falure. For indance, a dday of 8 months has a large impact on Profit when it

concerns Price, but no red impact when it concerns Batch Size.
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5 A difference in the length of dday influences the peformance of the company only
when Priceis concerned by the error.

6) The impact of an information falure depends on the error Sze, except when the error
concerns Order Level.

7) The impact of each type of information falure on each data item is presented in Figure
3 udng the maximum reative difference to the BP's peformance reached in a one-
year period. The specificities of each Data item are summarized in Table 3. It appears
that each Daa item has strong particularities regarding the performance metrics of the
company that it affects, and the type of falluresthat it is most affected by.

Table 3. Summary of information failures impact on Dataitems

Errorin . : Length of .
Data item Impact on Critical Failures delay Error sze
. : Wd (positive impact)
Price Profit Wh, D8, D4 Important Important
Profit wd Not important Important
QLT
DDP wd Not important Important
Batch Size DDP Wh Not important Important
Order . .
L evel None None Not important | Not important
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Maximum Maximum

rdaive PROFIT relative DDP
difference difference
> 70% wd
35to0 70%
510 35%
+/- 5% 41 D8 W All All All 41 ng U pal pg ~ Al |—DBaseline
Wh Wh Ald PO'ICy
- -2K0
5t0-35% D4 wh
-35t0-70% H D8 | Wh
<-70% wd Wd
Price QLT Batchsize Order leve Price QLT Batch size  Order level
(@ Impact on Profit (b) Impact on DDP

Figure 3. Impact of information failure on company’ s performance (based on MICSS lab experiments)
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2.5. Industry survey

On the basis of the lab experiments, an industry survey was designed to assess the
information assurance requirements of the corporate world. Two questionnaires were
developed. One was sent to the information sysem manager of a given company, and the
other one to the depatment managers of the same company (eg., production manager,
marketing manager...). The objective of the first survey questionnaire was to understand the
generd approach of companies regarding information security and assurance. The second
urvey quesionnaire was desgned to sudy the actud information assurance problems
encountered by users of the company’ s information system.

The desgn and conclusons of the industry survey ae presented by Ray, et 4d.
(20018). The quedtionnaires, and the detailed andysis of companies answers are avalable in
Ray, et d. (2001b). The quedtionnaires were sent to gpproximately 50 companies in the
United States, Europe and Asia. The andyss was based on the 9 questionnaires returned by
information system managers, and the 10 questionnaires returned by department managers.

Conclusons from the industry survey:

1) Companies think that information assurance falures have dgnificant impact on ther
performance.

2) From the andyss of the survey, it is inferred that companies are more concerned by
information dgnificance than information security or integrity in ther information
sysems. (Figure 4)

3) Further andyss showed that indeed Profit and Due Date Performance (the reputation
of the company) are the parameters that are the most affected by information assurance
falures. (Figure 5)

4) At present, Sysem Authorizations, Frewdls and Antivirus ae the most popular
preventive measures that companies gpply. This observation shows that companies are
equipped to handle information security and integrity problems, but not yet to handle
information sgnificance problems

5) Companies introduce flexibility in their information sysems manly using user groups

having access to different resources using passwords.
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The process of assuring the data is too time-consuming for information system usars,
In a decison-making process, information system users spend more time on acquiring
the necessary information, and arguing about its accuracy than using the data.

Most companies disregard the information due to the fact that they maybe from
unreliable sources or the information may be inaccurate.

If information is missng a the time of changing the policy in ther ERP system, most
of the companies can wait, but not for very long. If they have to wait for longer, they
go ahead and change their strategies.

Users have difficulties to change processes because of consequentiad damages due to
tight integration.

Security
25%
Significance
42%

Integrity
33%

Figure 4. Sources of concern about Information Assurance
(based on 10 responses from department managers)

Performance measures

60%
50%

40%

30%
20%

10%

Percent affected [%]

0%

Profit DDP Project Budget Cash flows
planning

Figure 5. Performance measures most affected by information assurance failures
(based on 10 responses from department managers)



2.6. Conclusons
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The conclusons of the lab experiments and industry survey were presented earlier. The

generd implications of these results for the research project are explained below:
1) The experiments showed differences in the impact of information failures between

2)

3)

Data items. Thus, it is important to adjust the assurance tasks to the needs thanks to

varidble assurance. Each company has to invedigate its own specificities to define

what are the mogt critica information assurance failures for its activity.

The survey showed that companies have difficulties keeping the consstency and

dggnificance of ther information. It adso proved that decison-makers are willing and

are able to wait to get better assured information.

Some examples of assurance tasks that should be automated to improve decison

making processes in a company can be formulated from the literature review, the lab

experiments, and the industry survey:

a. Dealing with information security:

access authorization

intrusion detection

virus detection

messages encryption

users and data profiles management

critical data monitoring and history recording

b. Dealing with information integrity:

regular back-ups

data decay prevention

communication links quality monitoring

communications success monitoring (termination + mapping)
data safety when system crashes

secure restarting after system crashes

c. Dealing with information significance:

believability check (the data stored is not obvioudy wrong)
completeness check (al of the needed characteristics of a data are stored)
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- accurecy check (the vaue of the data is given with the required accuracy
levd)

- source trustworthiness (where does the data comes from?)

- timeliness (the data must be ready when needed)

- representation (the data must be displayed using the correct representation)

3. SUMMARY AND CONCLUSIONS

A broader definition of information assurance was introduced to include the data
quaity condderations necessary for the functioning of inter-networked enterprises. A list of
information assurance requirements was developed based on literature review, lab
experiments, and an industry survey. This lig sarves as a guiddine for the desgn of
information assurance systems, to make sure that the system meets the requirements. The lab
experiments showed the large variability in the impact of information falures, depending on
the falure type and the data item concerned by the falure. As a consequence, varigble
information assurance should be introduced in information systems. The indudry survey
demondrated that information ggnificance is the true concern of information sysems users
in inter-networked companies. It dso helped developing a list of examples of assurance tasks
that should be automated in didributed information sysems. The next step of this research
work is to desgn and evaduate agent models and variable assurance protocols to automate

these assurance tasks.
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