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Abstract

Current distributed intrusion detection systems are not completely distributed with respect to data analy-
sis because of the presence of centralized data analysis components. This deficiency has many undesirable
implications. Here we present a framework for doing distributed intrusion detection with no centralized
analysis components. Our approach uses agents that are the only data analysis components. Agents cooper-
ate by using a hierarchical communication framework. This cooperation is driven by interests expressed by
the agents.

1 Introduction

During the last decade, research in intrusion detection has developed different approaches to doing intrusion
detection. There has been a shift from a centralized and monolithic framework to a distributed one. But
very little work has focussed on the nature of the communication mechanism between the components in
a distributed intrusion detection system and the communication model in general. The data model and
communication models have been chosen to suit the intrusion technique. In this paper, we look at the
communication mechanisms in existing intrusion detection systems (IDS), current research efforts in this
direction and identify the features of the communication mechanism for a distributed IDS. Based on the
motivation derived, we propose a framework for distributed intrusion detection. We begin by looking at the
general model of an IDS.

1.1 Model of an Intrusion Detection System

The Common Intrusion Detection Framework (CIDF) [24] defines a set of components that make up an
intrusion detection system:

e Event Generators (E-boxes)The function of an E-box is to provide information about events to the
rest of the intrusion detection system.

e Event Analyzers (A-boxes).Event Analyzers analyze the events obtained from the generators and
look for any potential intrusive activity.

e Event Databases (D-boxes)The amount of data generated by the E-boxes and A-boxes isimmense.
Some of the data might need to be stored for post-mortem analysis. D-boxes define the means of
storing those data.
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Figure 1. CIDF model of an intrusion detection system showing the interaction between the different com-
ponents

e Response Units (R-boxes)Response units are components that enable the system to take counter-
measures on detecting an intrusion by resetting connections, killing processes or altering file permis-
sions.

These components together with the interaction as shown in Fig. 1 define a model of an intrusion detection
system.

1.2 Distributed Intrusion Detection System

Spafford and Zamboni [28] define a distributed intrusion detection system as:

"a system where the analysis of the data is performed on a number of locations proportional to the num-
ber of hosts that are being monitored.”

We use the above definition in this paper. This definition suggests that merely having distributed data
collection does not classify the intrusion detection system as being distributed. The analysis components
should be proportional in number to the hosts being monitored, and should be distributed in their location.
The data collection components and data analysis components are analogous to the E-boxes and A-boxes
respectively.

Some of the features that distinguish different distributed intrusion detection systems are the following:

e Number and location of E-boxes
e Number and location of A-boxes
e Coordination between components

e Communication framework



We concentrate on the communication framework component of distributed intrusion detection systems.
The framework consists of the communication model together with the actual communication mechanism.
We discuss both of them in the following sections.

2 Communication Mechanism

Communication between the different components of a distributed intrusion detection system is a central part
of the functionality of the system. It is by communicating messages that the components are able to obtain
a global view of the system. Any disruption to the communication can cause the system to malfunction or
possibly fail. In this section, we discuss the factors that determine the mechanism, the desired features and
the present approaches.

2.1 Determining Factors

The factors discussed below are not mutually exclusive. Some depend on others. But they are discussed
separately for clear understanding.

e Number of components The number of components of an intrusion detection system depends on
the expanse of the system being monitored. The system may be a single host, a local area network
or an enterprise network spanning many independently administered domains. The communication
overhead is an important factor with increasing number of components.

e Location of components In a distributed intrusion detection system, the components are distributed
across many hosts. There might be multiple components in a single host. The nature of the commu-
nication mechanism depends on the location of the components in consideration. Components within
the same host might establish communication by means different from components in two different
hosts. On this basis, the communication needs can be classified into two groups: intra-host com-
munication and inter-host communication. Balasubramaniyan et al. [2] discuss in detail the choices
available for each of them and their advantages and disadvantages. Recent research by Zamboni [32]
is attempting to show that it is possible to perform intrusion detection using small sensors embedded in
the code of the operating system. The communication is in this case different because the mechanisms
discussed in [2] are for interactions between processes whereas sensors are not separate processes. So
if the sensors have to communicate, they would have to use the kernel variables or data structures.

e Type of data being considered There are different types of data involved in an intrusion detection
system. Different components of the intrusion detection system might see different forms of data. The
data may be raw audit trails, raw network traffic, reduced or compressed audits or alerts from other
components. They may also be kernel variables and data structures, as may be the case in [32]. Having
the same communication mechanism for all types of data though possible might not be optimal. For
example, it would be infeasible to send all the log messages using a TCP connection considering the
amount of log that is generated. Instead, it would be better to have a data analyzing component present
at the host whose audit trail is to be monitored, and have the log read from the disk. The type of data
influences the next three factors to a great extent.

e Amount of data. If the amount of data being considered is enormous as in the case of audit trails
then it might be more efficient to place the analyzer components close to the collection components,
such as in the same host. Thus, the amount of data can influence the location of components, which
in turn affects the choice between intra-host and inter-host communication mechanisms.



e Frequency of data generation If the frequency at which data is generated is high as in the case of
observing a host audit trail or raw network traffic, it might be efficient to use a connection-oriented
communication mechanism rather than a connectionless mechanism (with respect to inter-host com-
munication). This is because, the frequent use of the communication mechanism would offset the
overhead caused by the setting up of the connections. Whereas, in the case of alerts where the fre-
quency of generation is comparatively less, it may be better to use a connectionless communication
mechanism instead of using a connection that may end up being idle most of the time.

e Method of data representation The method of data representation affects the size of the data, which
in turn affects the choice of the communication mechanism. There have been efforts to standardize the
representation of audit trails. For example, Bishop’s standard audit trail format [5] defines a standard
log record format that is both portable and extensible. Common Intrusion Detection Framework
(CIDF) [16] and Intrusion Detection Working Group (IDWG) are some of the primary research groups
that are making an effort to standardize data formats and protocols so that intrusion detection systems
can share information and resources.

e Sensitivity of data. The components of an intrusion detection system have access to some of the most
sensitive data about the hosts being monitored. Compromise of those data might be very harmful to the
security of the system. Hence, the communication mechanism used to exchange those data between
the components needs to be secure. The communication mechanism may need to ensure privacy and
authentication. This has an impact on the performance of the system. However, all data might not
be sensitive and that might offer a choice in the way they are exchanged. But again, it is difficult to
decide what data are sensitive and what are not.

2.2 Desired Characteristics

When deciding to adopt a communication scheme for an intrusion detection system, it would be good to
know the characteristics that we expect from the scheme. This way, we can compare the available schemes
on these factors and choose the one that suits our needs. We briefly describe some of the features that might
be desirable in a communication scheme for an IDS:

e Reliability

A communication scheme is said to be reliable if it delivers error-free in-order data to the other end,
even if there is a possibility of the data getting lost, corrupted, duplicated or being delivered out
of order. A single missing message might cause the IDS to incorrectly identify an intrusion when
none has occurred (false positive), or might cause the IDS to incorrectly fail to identify an intrusion
when one has in fact occurred (false negative). This would make the IDS not only an unreliable
component of the security system but also a factor leading to a false sense of security, which is even
more dangerous.

e Security

Given the increasing importance of an intrusion detection system as a prime component of the security
system, it is reasonable to assume that the IDS itself may be a target for attack. An IDS can be attacked
by compromising its components or by compromising the communication mechanism between the
components. While compromising the components of an IDS would require taking over the host
running the components, attacking the communication would require an access to the network that is
comparatively easier in most situations. Such being the case, incorporating stringent security features
into the communication mechanism seems logical. We discuss some security features that might be
desirable in the communication mechanism and explain the rationale behind choosing them:
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— Authentication
An attacker who is able to spoof messages can cause the IDS to fail noticing an attack or generate
afalse alarm. The IDS can potentially give away sensitive information about the monitored hosts
if the messages are sent to unauthorized entities. Thus, it becomes important that the sender and
the receiver of the message have confidence in the identity of each other. This necessitates a
mutual authentication between the involved entities.

— Integrity
The sender of the message should have the confidence that the receiver will get the message un-
modified. In other words, ensuring the integrity of messages exchanged between the components
of the IDS is necessary to prevent malicious modifications of messages.

— Confidentiality
Messages exchanged between the IDS components can potentially contain extremely sensitive
information such as passwords, host and network configuration details, the security state of the
system etc, which might be of great value to an attacker. Therefore, maintaining the confiden-
tiality of messages using cryptographic techniques becomes important. But cryptography comes
at a cost of performance. So a compromise between confidentiality and performance should be
made by trying to identify sensitive information that needs to be encrypted. However, the ques-
tion of what is "sensitive” is dependent on a number of factors, the prime one being the place of
deployment of the IDS.

— Non-Repudiation
In a distributed IDS, the components of the IDS might be scattered throughout the network.
Such being the case, it becomes important to be able to associate messages or actions with their
originating entity. Though logging helps in keeping track of this, the communication protocol
should necessarily provide a mechanism to tag messages with their origin in an infallible manner.
Non-Repudiation depends on the authentication mechanism to know who someone is. So a weak
authentication mechanism will be detrimental to the non-repudiating capability of the IDS.

— Non-Duplication
While the above factors may prevent an attacker from adding or modifying messages, the at-
tacker can still can copy the message and send multiple copies to the receiver. This may confuse
the receiver and may affect the accuracy of the IDS. Hence, detection of such duplicate messages
is a desirable characteristic of the communication mechanism.

— Resistant To Denial of Service (DoS) attacks
An attacker can mount a denial of service attack on the IDS by making it difficult or impossi-
ble for the messages to be delivered. Even if the communication is not completely disrupted,
because the IDS may depend on the time dependency of certain events (specially if the IDS is
looking for anomalies), this sort of an attack may affect the synchronization and confuse or dis-
arm the IDS. If the communication mechanism is resistant to such DoS attacks, the probability
that the attacker will be thwarted increases.

Ptacek and Newsham [26] document the different ways in which an IDS is susceptible to insertion
and evasion attacks. This highlights the fact that an IDS should itself be resistant to attacks to be a
reliable component of the security system. A survey of the research in intrusion detection systems by
Axelsson [1] shows that very few intrusion detection systems [23, 25] address the security issues of
IDS. AAFID [2, 28] discusses the security of an IDS to a considerable extent.

e Scalability
The communication mechanism is one of the bottlenecks to the scalability of an IDS. Scalability
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of the communication mechanism becomes important in the context of an IDS distributed over a
large enterprise network. One can imagine hundreds of IDS components working in unison and
cooperating by communicating among themselves. In such a scenario, the communication among the
IDS components should not add significantly to the overhead at the host and network, and should
minimally affect their performance.

e Speed
For an IDS to operate in real time (or near-real time), fast transfer of messages from one part of the
system to another becomes necessary. This not only requires the underlying communication mecha-
nism to provide good transmission times but also requires the use of fast and efficient algorithms at
both ends to meet the above needs.

2.3 Present Approaches

In this section, we look at the different communication mechanisms used in intrusion detection systems.
We also look at the current efforts in this direction. We briefly outline the features of each mechanism and
discuss its suitability in intrusion detection systems.

e Transmission Control Protocol (TCP)
TCP is a reliable, connection-oriented, stream protocol in the Internet Protocol suite. It guarantees
error-free, in-order delivery of data. It has a number of features such as congestion control, slow start
etc. that make it favorable for use over large networks with varying latency, bandwidth and congestion
characteristics. Most intrusion detection systems use TCP as the underlying transport protocol for the
above reasons. But there are certain features of TCP that we can argue as being unfavorable for
intrusion detection systems. They are as follows:

— TCP causes the flows to respond to the congestion state of the network. This prevents flows from
being over-aggressive and promotes fairness among the different flows. Some questions arise:
Can a TCP connection in an IDS be treated on par with a TCP connection carrying HTTP traffic
from websites? Will it be appropriate for TCP connections in an IDS to slow down and perform
congestion control in the wake of a DoS attack, when you actually want it to be more alert and
faster than ever?

— The overhead for providing a reliable and connection-oriented communication might affect the
scalability and performance of an IDS.

— TCP lacks features such as encryption that would be desirable in an IDS.
— TCP is susceptible to attacks such as sequence number attacks and SYN flooding to name a few.

Reliable transfer of messages is an important criterion for an IDS. The use of UDP might not be
favorable because itis an unreliable protocol. But it offers less overhead because it is a connectionless
protocol. Moreover, it does not do congestion control. So a reliable protocol built over UDP or reliable
UDP (RUDP) [22] might seem to be a better option. There is research being done in this direction
that we discuss later in this paper.

e SSH
SSH (Secure Shell) is a protocol for secure remote logins and other secure services over an insecure
network. Its basic use is to serve as a secure alternative to telnet and rsh. But it also allows one
to transparently and securely forward TCP connections from one machine to another. This feature
can be used to achieve encrypted communication for arbitrary TCP connections. But this requires a



SSH connection between the machines involved. And because it is built on top of TCP, it shares its
problems. AAFID [2] uses a SSH connection for executing a starter program in a remote host that
facilitates the activation of new entities in that host.

e Simple Network Management Protocol (SNMP)
The Simple Network Management Protocol (SNMP) [29] is used to refer to a collection of specifica-
tions related to network management that include the protocol, the definition of data structures, and
associated concepts. The SNMP model of network management includes the following key elements:

— Management Station (SNMP Manager)
The SNMP Manager contains applications for analyzing the information obtained from the
agents, an interface to allow one to monitor and control the network, and a database of in-
formation obtained from the MIBs of all the monitored entities in the network.

— Management Agent (SNMP Agent)
All the devices in the network that need to be managed have a SNMP Agent running in them,
which can be controlled from the manager. The agents respond to requests for information and
actions from the manager. They can also send information to the manager asynchronously.

— Management Information Base (MIB)
There are different aspects of every device that can be controlled. Each such aspect can be
represented by a data variable. A database containing all such variables for a device is called
a MIB for that device. The SNMP agent running on the device has access to the MIB of that
device. So the MIB serves as a collection of access points at the agent for the manager to manage
the device. A manager can monitor the state of a device by retrieving the values from the MIB.
It can initiate some action at the device by setting values in its MIB.

— Network Management Protocol (SNMP)
SNMP is a network management protocol used for the management of TCP/IP networks. Itis an
application-level protocol that operates over UDP. Because of this, SNMP is also connectionless.
The manager and the agents communicate using SNMP, which offers three key primgiétes:
allows the manager to retrieve values of objects in the MIB at the agentallows the manager
to set the values of objects in the MIB at the agent, tandp allows agents to notify events to
the manager asynchronously.

The Remote Network Monitoring (RMON) specification is another component of the SNMP stan-

dards. It supports a remote monitoring MIB that provides the manager with vital information about

the monitored network. This information can include traffic statistics, alarms, host statistics, captured
packets among other things. So a monitor with RMON capability is used to monitor the network as a
whole instead of individual devices.

SNMP is the industriatle factostandard for network management. Intrusion Detection is fast becom-
ing a necessary component of any network management framework. So an IDS based on the SNMP
model can easily be integrated into such a framework. Moreover, the SNMP model has a lot of features
that can be used in an IDS. The concept of manager and agents supported by SNMP is an inherent
feature of most intrusion detection systems. The SNMP model not only supports passive monitoring
but also allows a manager to issue a command to an agent to perform an action. This is done using
the SNMPset primitive, in a process calledction invocation an object in a MIB can be used to
represent a command so that a specific action is performed if that object is set to a specific value. The
agents can raise alarms asynchronously using the SN primitive. The RMON functionality

can serve as a foundation for a network-based IDS. The earlier versions of SNMP (v1 and v2) lacked
security features. But SNMPv3 has provisions for privacy and authentication of messages.
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JiNao [14] is an intrusion detection system for network infrastructure that uses SNMP as the under-
lying model. Each router/switch is associated with a local intrusion subsystem. These subsystems
interact by accessing MIBs of each other using remote MIB agents. This work also looks into other
details of SNMP that can be used in an intrusion detection framework. AAFID [2] suggests SNMP

as an alternative framework for implementing the AAFID architecture. Some commercial intrusion
detection systems use SNMP traps as a means of notifying alerts to a management console such as
HP OpenView, Tivoli Netview or Cabletron Spectrum.

Contrary to its name, (i.e. "Simple” Network Management Protocol), SNMP is a highly complicated
protocol to implement. With simplicity being the key to security, adopting the SNMP model for an
IDS may not be a good idea. However, there have been suggestions to adopt the naming convention
used in SNMP. Bass [4] suggests that the SNMP MIB model might be well suited for defining a
TCP/IP threat taxonomy and provides examples of security threats represented using the ASN.1 MIB
notation (ASN.1 refers to "Abstract Syntax Notation One”, which is an obscure type declaration
language, adopted by SNMP to represent the MIB entries). Structure of Management Information
(SMI), which identifies the datatypes that can be used in the MIB and specifies how objects in the
MIB can be represented and named, was one of the choices sought after by the IETF working group
on intrusion detection (IDWG) for the data format for messages exchanged in intrusion detection
systems. They have released an internet draft [17] that compares SMI and XML (Extensible Markup
Language) and details the rationale for choosing XML over SMI. Inspite of these drawbacks, we feel
that more research is needed to see how the field of intrusion detection can apply some of the features
of SNMP.

e CIDF
The Common Intrusion Detection Framework (CIDF) [16] is an effort to develop protocols and inter-
faces for intrusion detection systems to cooperate. We concentrate on the communication mechanism
of CIDF [15]. The CIDF message layer protocol provides support for reliability, privacy, authenti-
cation and data integrity among other things. It suggests reliable CIDF messaging over UDP as the
default transport mechanism and proposes a negotiation mechanism to choose other variations of the
transport mechanism. So the transport mechanism could be UDP, reliable UDP or TCP. The trans-
port negotiation mechanism is a good measure that helps accommodating both simple and complex
devices with varying requirements for security services into the IDS framework.

e IDWG
The Intrusion Detection Working Group (IDWG) is an IETF working group that had its origin in the
CIDF group. It too aims at defining data formats and exchange protocols for sharing of information
among intrusion detection systems. The difference seems to be that IDWG is more oriented towards
the vendors of commercial intrusion detection systems in its approach.

They propose an Intrusion Alert Protocol (IAP) [10], which is an application-level protocol for ex-
changing intrusion alerts among intrusion detection components. IAP uses TCP as its transport proto-
col for reliable delivery of data. It also makes it mandatory to use the Transport Layer Security (TLS)
1.0 protocol [7] to negotiate the security parameters. Along the same line, verification of certificates
for the entities involved in the protocol is a must, which ensures mutual authentication. Gupta et al.
[10] discuss in detail about the various features of the IAP protocol. The IDWG is also working on
the data format and other protocols.

The present approaches suggest that identifying a single communication mechanism for an IDS in the
presence of devices of varying complexities is a difficult task. As of now, using a simple default mechanism
to negotiate other complex mechanisms seems to be ideal.
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3 Distributed Communication Models

A distributed system consists of several computing entities connected to a network that serves as the com-
munication channel. As current intrusion detection systems tend to be distributed in nature, it might be
relevant to look at the distributed models of communication.

A distributed communication model indicates the pattern of communication among the participating
entities. It answers questions such as: what are the roles of the participating entities? which entities can
request information? how does an entity know the availability of information? how is information dissemi-
nated to the interested entities? etc. The model is independent of the underlying communication mechanism
that is actually used to transfer the information. The communication model determines the level of coupling
between the entities, which in turn contributes to the scalability of the system as a whole. Hauswirth and
Jazayeri [11] discuss in detail and compare the distributed communication models. There are essentially
two kinds of models: thelient-server modeland thepeer-to-peer model While the client-server model
deals with two participating entities, the peer-to-peer model deals with many peer entities. And the entities
in the peer-to-peer model are referred to as producers and consumers as opposed to clients and servers .
A distributed IDS consists of multiple entities producing and consuming information about the state of the
system. For this reason, a peer-to-peer model is more relevant in this context. The peer-to-peer model may
again be divided into two subclasses namely:

e event-based model
In this model, any entity may produce events and any entity may consume events. Thus, the entities
are loosely-connected and their roles are symmetric. This leads to higher scalability as there is very
little coupling. Entities advertise the events they produce. Entities also declare interest in receiving
specific events from other entities and are notified on the occurrence of those events. This requires an
expressive advertisement and subscription language.

e push-based model
In this model, certain entities are designated as producers and others as consumers. Logical channels
connect producers with interested consumers. This leads to tighter coupling and makes the model less
scalable.

As scalability is a key issue in distributed intrusion detection systems, their framework should be based
on an event-based communication model. This might make their design complex as issues related to event
advertisement, event subscription and event natification have to be handled.

4 Intrusion Detection vs Intrusion Prevention

Real time intrusion detection attempts to detect if the system is being attacked while the attack is being
mounted. A far greater challenge is to detect such an attack and react in such a way so as to prevent it from
achieving its objective intrusion prevention Due to the underlying design, intrusion detection systems
work in parallel with the execution of the intrusion and often lag behind. For example, a host-based IDS
that relies on post-event log analysis can only identify suspicious events/actions and a network-based IDS
still allows a packet containing malicious code to reach the destination during the time it takes to copy the
packet and detect that it is malicious in nature.

Fig. 2 gives a logical representation of an attack. @ttack objectould be a network packet containing
malicious code or it could be a piece of malicious code in a host. The target could be any (hardware or
software) component of a host. Lgtbe the time it takes for the attack object to mount the attack on
the target. If the intrusion has to be prevented, then we need to detect that the object is hostile in nature,
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Figure 2: A representation of an attack showing the attack object and the tangethe time it takes the
attack object to mount the attack on the targgts the time it takes to prevent the attack from happening

determine the nature of the attack it is trying to mount and the target it is aiming at, and react to the attack
in such a way so as to prevent it. Lgtbe the time required to do the above. If the intrusion has to be
successfully prevented theépshould be less thafy. Bass [4] defines the ratio &f to ¢, as theGamma

Factor The paper also suggests that it might not be mathematically feasible to do intrusion prevention using
in-band communication. In other words, an intrusion detection and response system cannot be successful if
it uses the same communication links as the traffic it is monitoring. Bass [4] suggests that the components
of such a system should be on a network that is out-of-band and faster than the monitored network.

5 A Futuristic View

In the future, the software and the hardware might be intrinsically more secure than it is now. But this will
not eliminate the presence of new vulnerabilities and new attack strategies. So intrusion detection will still
be necessary. The IDS components might become more tightly coupled with the system as such. The work
by Zamboni [32] takes a step in that direction by attempting to embed "sensors” in the operating system
code.

Estrin et al. [8] envision that unattended autonomous sensors that coordinate amongst themselves to
achieve a large sensing task will revolutionize information gathering and processing. They propose that
localized algorithmsvherein simple local processing achieves a desired global objective, maybe neces-
sary for scalable sensor coordination. They also disdirested diffusiona simple communication model
needed for describing localized algorithms. In this model, sensors express and propagate interests and inter-
ests establish gradients that direct the diffusion of data. As intrusion detection is essentially gathering and
processing of information looking for malicious code/actions, the above work is relevant to this field.

6 Motivation

Over the last ten years, research in the field of intrusion detection has been heading towards a distributed
framework of monitors that do local detection and provide information to perform global detection of in-
trusions. A few of the intrusion detection systems that adopt this methodology are DIDS [27], GrIDS [30],
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EMERALD [25] and AAFID [2, 28]. Spafford and Zamboni [28] define such systems as distributed intru-
sion detection systems based on the location and number of the data analysis components. All these systems
are hierarchical in nature. The local intrusion detection components look for local intrusions and pass their
analysis results to the upper levels of the hierarchy. The components at the upper levels analyze the refined
data from multiple lower level components and seek to establish a global view of the system state. We argue
that such a distributed intrusion detection system is not completely distributed with respect to data analysis
because of the centralized data analysis performed at the higher levels of the hierarchy.

The motivation for research is derived from three sources: the concept of agents to perform intrusion
detection [6, 28], the event-based communication model [11] and the concept of interest propagation [8].
We propose an architecture for employing distributed agents that are autonomous but cooperate to perform
intrusion detection in a distributed fashion. Our architecture is unique in that it is based on agents cooperat-
ing using aninterest-basedcommunication model and that all the data analysis is done by agents without
the presence of amgnalysis hierarchy.

Under certain assumptions, distributed intrusion detection can be performed without the need for com-
munication between local detection components as shown by Hofmeyr [12]. But under general conditions,
a completely distributed analysis requires global correlation and intelligent coordination among the dis-
tributed analysis units, which can introduce a significant resource overhead as noted in EMERALD. In our
current research effort, we propose a framework for a distributed intrusion detection system and expect that
by employing agents and an interest-based communication scheme, we will minimize the resource overhead
caused by a completely distributed analysis.

7 Previous Work

DIDS [27] is a distributed intrusion detection system consisting of host managers and LAN managers doing
distributed data monitoring and sending notable events to the director. The centralized director then analyzes
these events to determine the security state of the system as a whole. The centralized director is clearly the
bottleneck to the distributive approach of DIDS. And as there is only one level of hierarchy with all host and
LAN managers reporting to a single director, it lacks scalability.

EMERALD [25] is a framework for performing distributed intrusion detection. It employs monitors
at the levels of hosts, domains and enterprises to form an analysis hierarchy. It uses a subscription-based
communication scheme both within and between monitors. But the inter-monitor subscription scheme is
hierarchical thus limiting access to the events or results from the layer immediately below.

GrIDS [30] constructs activity graphs representing hosts and network activity. It models an organization
as a hierarchy of departments and hosts. Activity that crosses departmental boundaries is passed up to higher
levels of the hierarchy. It uses an aggregation approach to infer and reduce the data that must be analyzed
at the higher levels. AAFID [2, 28] is a framewaork for a distributed intrusion detection system that employs
autonomous agents at the lowest level for data collection and analysis and transceivers and monitors at the
higher levels of the hierarchy for controlling the agents and obtaining a global view of activities. It suggests
the use of filters within hosts that are data selection and abstraction layers, providing a subscription-based
service to agents.

Such hierarchical distributed intrusion detection systems have the following drawbacks:

1. Analysis hierarchy

There is a hierarchy in the data analysis. Data analysis takes place at all levels of the hierarchy. This means
that in the wake of a new distributed attack, changes may have to be made in modules at many levels.
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2. Data Refinement

Data refinement takes place across levels with each level only reporting the notable events to the higher
level. We argue that the knowledge of what events are important on a system-wide level is circumstantial
and is difficult to infer at the lower levels of the hierarchy. If the refinement is strict, we may end up losing
some system-wide notable events and if the refinement is loose, the higher level analysis modules will be
flooded with large amounts of data from the lower levels. Finding an a priori suitable compromise may be
difficult.

3. Bulky modules at all levels of hierarchy

Analysis engines based on either signature recognition or anomaly detection are often large modules ana-
lyzing system audit logs, user activities and system state. This consumes a significant amount of resources
in terms of CPU usage, disk I/O and memory usage. In the systems mentioned above, these components
are present at all levels of the hierarchy. Such components present multiple points of failure. Degrading or
disabling a top-level component would severely limit the detection capability of the system. Moreover, such
bulky components are expensive to replicate to achieve fault tolerance.

4. Passive Interaction

The components of the intrusion detection system interact with each other in a passive way. The lower
level components generate data for the upper level components as per the rules driving them. There is no
mechanism for a component to query other components on the basis of some analysis that it has done. The
subscription-based communication mechanism between monitors in EMERALD and between the agents
and filters in AAFID offers a mechanism for active interaction. But in EMERALD, it is limited to occur
between the adjacent levels of the hierarchy and in AAFID, it is allowed only within a host. Ning et al.
[20, 21] recognize the importance of the querying facility in cooperative intrusion detection systems. They
propose an extension to the common intrusion specification language (CISL) [9] to allow intrusion detection
components to specify requests for particular information from other components.

In the paper by Crosbie and Spafford [6], which is one of the first works proposing the use of autonomous
agents for intrusion detection, the authors propose broadcasting suspicions of intrusion among agents as
a means of cooperating to achieve the common goal of intrusion detection. Broadcasting data is highly
infeasible in a large network with hundreds of agents. In the works of Barrus and Rowe [3] and Ingram
[13], there appears to be only one agent per host and the agents on different hosts transmit all alerts to all
other agents that they know using TCP connections. This will not scale well because of the communication
overhead. Mell and McLarnon [18] attribute this problem with hierarchical intrusion detection systems to the
location of components being static and propose modeling these components as mobile agents. But mobile
code comes with its own problems namely security concerns and restricted execution environments. CARDS
[31] adopts an approach of generating and distributing "detection tasks” among monitors to cooperatively
detect attacks. Detection tasks are parts of an attack signature, which the authors also refer to as "predefined
queries” [21]. So, queries are implicitly defined in the signature pattern of an attack and there appears to be
no support for active querying in the architecture.

Our approach at solving this problem differs in the sense that it involves intelligent coordination among
agents that are the only analysis components communicating actively using a hierarchical framework.

8 Our Approach
In our approach, the key effort is directed towards making the agents cooperate in an intelligent manner by

allowing them to communicate actively with each other. The analysis hierarchy is avoided by performing all
the analysis only at the agent level. The intelligence in cooperation is attempted by communicating events

12



Data Data

—_— —_—
AGENT A <« AGENTB AGENT A <« AGENTB
Interest Interest
More Data
Data Overhead
Data Data N
Source Source

Not  Accessible

(a) (b)

Figure 3: Generation of an interest based on locality of data collection. (a) To minimize overhead. Agent
B can collect the data itself, but the overhead of obtaining it is larger than requesting it from Agent A. (b)
Inaccessibility of data. Agent B does not have access to the data it needs, so it requests it from Agent A
which has access to the data.

or alerts to only those agents that are interested in them. Agents propagate their interests in the network in a
hierarchical fashion. The mechanism that enables this is handled by lightweight modules at the upper levels
of hierarchy. Agents can specify new interests in response to notification of some events or alerts which is
why we use the term "active” with respect to communication. The following sections elaborate on agents,
interests and the components of our architecture.

9 Agents

The definition and advantages of autonomous agents are discussed in detail in AAFID [2] and the paper by
Crosbie and Spafford [6]. We retain all the features of agents proposed in AAFID. In addition, the agents in
our approach are cooperative and dynamic. By cooperative, we mean that the agents respond to requests for
events or alerts from other agents. And based on the system state, agents can request different events and
alerts from the other agents. This adds dynamism to the behavior of the agents and allows them to assess the
system state in a better way than simply analyzing those events and alerts reported to them as determined at
their initiation. This also helps reduce the overhead resulting from agents observing all events at all times
and reporting them to a higher authority [2, 28].

Each agent performs a certain predefined security monitoring function at a host. The function of an
agent may pertain to the security of the host or the network to which the host is attached. Agents performing
the former function may be necessary at every host. Agents guarding the network may be distributed over
the hosts in the network or may even be duplicated across hosts for accuracy and fault tolerance. So certain
agents may be present only in specific hosts in the network.
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10 Interest

We define arinterest as

"a specification of data that an agent is interested in, but is not available to the agent because of the lo-
cality of data collection or because the agent was not primarily intended to observe those data”.

Some situations in which an agent will express an interest because of the locality of data collection are
as follows:

e On a single host or network, there may be more than one agent that needs data from the same data
source. Having each agent obtain the data on its own leads to duplication of effort in terms of accessing
the data and parsing it to obtain the useful information. So in cases where the overhead of the data
access mechanism is more than the communication overhead of transferring the data between agents,
a more efficient approach will be to have one agent obtain the data and make it available to the other
agents as shown in Fig. 3(a). An example of such a situation is agents in the same host wanting to
access the information from log files. Having every agent read the log files, parse them and obtain
the needed information may lead to more overhead in terms of CPU usage, disk I/0 and memory
usage than having one agent do all this and send the information to the other agents using some sort
of inter-process communication.

¢ In a situation where an agent is intended to detect coordinated or distributed attacks, the agent may
need data from agents present in multiple hosts in the network. This is different from the previous
situation because in the previous case, all the agents could access the data source. The choice of
having one agent access the data source and send the data to the other agents was made because it
offered less resource overhead. Whereas, in this situation, an agent may need data from other agents
because it does not have access to the source of the data as shown in Fig. 3(b).

An agent may also need some data only under certain conditions. These conditions can arise on being
notified of an event or an alert. So in such situations, the agent will express interests for those data because
of its conditional requirement. In these cases, it will be a waste of resources to unnecessarily supply the
agent with those data all the time. This is a major drawback of existing hierarchical intrusion detection
systems. Because of the lack of any active communication, the lower levels end up sending all the data at all
times to the upper levels. Seeking data refinement as a solution might result in loss of some notable events.

10.1 Interest Propagation

In a large enterprise network, there may be thousands of hosts connected to different, independently ad-
ministered domains. In this scenario, an agent cannot keep track of all the other agents in the network.
So while an agent may know what data it is interested in, it may or may not know if there are any agents
collecting that data and if so, it may not know the location of the agents that are collecting that data. Hence
the propagation of interest in the network becomes important. To a certain extent, we derive inspiration for
interest propagation from the work of Estrin et al. [8]. We propose a hierarchical propagation of interests.
This hierarchy is divided into three levels, namely local, domain and enterprise. We borrow these terms
from EMERALD. While we argue against the use of analysis hierarchy, we use a hierarchical framework to
propagate interests. This functionality can be added to the different levels of the hierarchy without the use
of "bulky” modules. Moreover, this functionality need not be altered when agents are added or removed.
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10.2 Types of interests

An agent may have some knowledge of its interest in certain data. This information is included in the interest
and it directs the entities processing the interest to handle it in a certain fashion. On this basis, we classify
interests into different types:

10.2.1 Directed or Propagated Interests

An agent may or may not have the knowledge of the host or domain from which it is interested in getting
the data. On this basis, we can classify the interests as:

Directed Interest

In certain situations, an agent may know the host or the domain from which it is interested in getting the
data. In such cases, the interest will be directed only to that host or domain. Such an interest is termed as a
directed interest. If there is an agent in the targeted area that collects the data mentioned in the request, then
it will service that interest.

Propagated Interest

If the agent has no specific host or domain it is interested in, then the interest is propagated across the whole
enterprise. Any agent that can service that interest will do so. We term such an interest as a propagated
interest.

10.2.2 Local, Domain or Enterprise level Interests

Based on the level of the hierarchy to which an agent restricts the propagation of its interest, we identify
three types of interests namely:

Local level Interest
If an agent is interested in getting data only at the local host, then such an interest is termed as a local level
interest. This may happen when only certain agents in the host are assigned to collect certain data to avoid
duplication of effort.

Domain level Interest

If an agent is interested in getting data only in the local domain, then such an interest is termed as a domain
level interest. This may happen, for example, when agents are attempting to detect coordinated or distributed
attacks in their domain or when they are authorized to obtain data only in their domain.

Enterprise level Interest

If an agent is interested in getting the data from anywhere in the enterprise, then the expressed interest is

termed as a enterprise level interest. This may happen when agents are attempting to detect an enterprise-
wide attack. This is the same as a propagated interest, unless the framework is employed across multiple

enterprises. In this case, a propagated interest will be propagated across multiple enterprises while an enter-
prise level interest is restricted to the enterprise in which it originated.

10.2.3 Permanent or Temporal Interests

Interests may also be classified based on the duration for which the agent needs the data specified in the
interest. They are the following:
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Permanent Interest
Interests specified by agents for the duration of their existence are termed as permanent interests.
Agents might specify permanent interests under the following example situations:

e An agent may not able to collect the data it is interested in because the data is generated elsewhere
and there is no way of collecting it at this agent (as shown in Fig. 3(b)).

e The data is being collected by another agent and it is less expensive in terms of CPU usage, disk
I/O and memory usage to transfer the data between the agents all the time than to replicate the data
collection mechanism at this agent (as shown in Fig. 3(a)).

Temporal Interest

Temporal Interests are the interests specified by agents for a certain duration of time. Such interests may be
expressed by agents in response to certain events or alerts. The agent(s) servicing the interest continue to do
so only for the duration of time as specified in the interest. This feature allows agents to respond to changes
in the system behavior. It avoids the need to monitor all the data at all times by transferring data only on
demand.

10.3 Granularity of interests

The data that we have been referring to can be either an event or an alegetveAris any data that has

not been analyzed. Aalert is the result of analyzing a set of events that indicates some potential intrusive
activity. An agent can express an interest for an event or for an alert. This flexibility allows the agents to
control the intensity of their monitoring. For example, an agent can subscribe to alerts from other agents
initially and on observing certain system behavior, it can express interests for the events constituting the
alerts to perform a detailed analysis. In this way, an agent can increase its "curiosity level”. This adds
dynamism to the agents and reduces the overhead caused by continuous monitoring of events.

11 Data Delivery

The data that is requested by an agent in an interest is delivered by the agent(s) servicing that interest.
Currently, we see two possible ways of doing data delivery:

e Data delivery can be done using the same hierarchical framework that is used to propagate interests
(see Fig. 4(a)).

e Data can be delivered to the agent directly without going through the hierarchy (see Fig. 4(b)).
Both have their advantages and disadvantages. We compare them below:

e Failure of modules

In the event of modules in the higher levels of the hierarchy failing or being degraded or disabled by

an intruder, there is a significant impact on the detection capability of the intrusion detection system

as a whole. If data transfer between agents takes the path through the hierarchy then it may be sti-
fled because of the dysfunctional module(s). On the other hand, if we transfer data directly between
agents then the dysfunctional modules will only affect future interest propagation. The current detec-

tion activities will proceed normally as interests have already been registered and the flow of data is

unaffected. This is true assuming that the affected module is not physically mapped to a router that is
in the path of the connection between the agents.
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Figure 4: Delivery of data to the agent expressing an interest (a) Using the path through the hierarchy (b)
Using a direct connection

e Scalability
In a large enterprise, there may be thousands of hosts and a proportional number of agents. In such a
scenario, having agents communicate data directly with each other may lead to thousands of connec-
tions in the worst case. Even if we consider optimizations such as agents sharing a connection when
communicating with agents on the same destination host, the number might be enormous if we have
hundreds of agents on different hosts servicing the interest of a single agent. This lack of scalability
with respect to the number of connections and the load on the hosts will not be an issue if we use the
hierarchical framework for data delivery.

e Data Coalescing
If an agent is servicing the same interest to multiple agents then optimizations can be done by sending
a single copy of the data through the common path in the hierarchy to the destination agents, dupli-
cating it at appropriate levels of the hierarchy and dispatching it to the individual agents. This type
of data coalescing is possible only if the serviced agents belong to the same host in the case of direct
communication of data between agents.

Having looked at the advantages and disadvantages of the two possibilities, we could also think of
incorporating both the mechanisms in the framework. There can be situations where one is better than the
other. For example, in the case of an agent expressing a permanent interest in data from a non-local agent,
it may be better to have a direct connection between the two hosts containing the agents. But in the case
of agents specifying temporal interests, using the existing hierarchy for data transfer may be better than
establishing a new connection between the two hosts of the agents and breaking it after the time period is
over.

We propose to explore these possibilities in greater detail. But for the present discussion, we assume the
use of the hierarchical framework for both interest and data transfers.
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Figure 5: Logical organization of agents and propagators showing the communication hierarchy. The bidi-
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Figure 6: Physical layout of the components in a host showing agents, interest and agent registries and the
local propagator

18



12 Component Description

In this section, we describe the components of the architecture as shown in figures 5 and 6:

12.1 Agent Registry

The agent registry is present on all hosts running agents. It maintains information about the agents running
in the host, the eventsthey collect and the aertsthey generate. Thisinformation is used to determineif there
are any agents on the host that can service an interest.

12.2 Interest Registry

The interest registry is used to keep track of both interests originating at the agents in the host and interests
being serviced by the agents in the host.

12.3 Propagators

Propagators are modules that transfer interests and data between the different levels of the hierarchy. Prop-
agators at one level are connected to all the entities (propagators or agents) in the level below them and to
exactly one other propagator in the next higher level. They need to maintain information about the entities
in the level below them so that they can forward the information (interests or data) to the right entity. They
need not maintain any state information about the interests and data transferred between the agents. Thus,
the propagators are relatively very lightweight entities when compared to the modules at the different levels
of hierarchy in the systems mentioned in section 7. Moreover, only their information database needs to be
updated when any entity is added or removed in the level below them. Their functionality isunaltered. This
isin contrast to the systems described in section 7 where every time a new agent is added or removed, the
functionality of modules in the path from the agent to the top of the hierarchy needs to be updated for them
to modify their response to the events or aerts sent by this agent. This makes the installation and removal
of agents easier.
Based on their level in the hierarchy, propagators can be of three types:

12.3.1 Local Propagator

Local propagators are located in every host. They provide alink between the agents and the domain propa-
gator for moving interests and data back and forth.

On receiving an interest from alocal agent, the propagator determines the type of interest. Unlessit is
a host or domain directed interest to which it does not belong, it refers to the agent registry and determines
if there are any agents on this host that can service the interest. If so, it informs those agents to send the
requested events or alerts to it and also updates the interest registry. If there are no agents on the host that
can service theinterest and it was alocal level interest, it informs the requesting agent about the inability to
service that interest. In all other cases, it also forwards the interest to the domain propagator.

On receiving an interest from the domain propagator, it looks up the agent registry to determine if there
are any agents on this host that can service thisinterest. If so, it informs those agents to send the requested
datato it and updates theinterest registry. If not, it discards the request. Thelocal propagator could also send
an ACK to the requesting agent if there was any agent on its host that could service the interest. This way,
the requesting agent would know if its interest will be serviced at all. We propose to test the applicability
and feasibility of this mechanism in future.
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On receiving data from alocal agent, it looks up the interest registry and sends the data to al the local
agents whose interest matches the data received. If there are any foreign agents that have registered an
interest for the same data, it forwards the data to the domain propagator which handles the further transfer.

On receiving data from the domain propagator, it looks up the interest registry and sends the data to all
the local agents whose interest matches the data received.

If any temporal interests have been registered by foreign agents at the host, then the local propagator
forwards the data only for that duration of time. At the end of that duration, the loca propagator informs
the local agents servicing that interest to stop sending the data unless there is some other similar interest that
still needs to be serviced. It then removes the expired interest from the registry.

The functionality of domain and enterprise level propagators is much simpler when compared to this.

12.3.2 Domain Propagator

A Domain propagator is present in every domain. It has knowledge of all the hosts in the domain and
is connected to al of them. It is also connected to the enterprise propagator. The function of the domain
propagator isto propagate interests and data among hosts, both within the same domain aswell asin separate
domains. Note that the domain being referred to, is a security domain.

An interest received from the enterprise propagator is handled based on the nature of the interest. A
host-directed interest is forwarded only to that host. A domain-directed or a propagated interest is sent to all
the hosts to which it is connected.

An interest received from a host in its domain is again handled based on its nature. An interest directed
to a host in the same domain is forwarded to that host. If the directed host is not in its domain, it forwards
it to the enterprise propagator. Similarly, a domain directed interest is sent to all hosts in the domain if the
domain specified isits own domain, elseit is forwarded to the enterprise propagator. Domain level interests
are forwarded to all hostsin its domain. Enterprise level and propagated interests are not only sent to all the
hosts in its domain but also forwarded to the enterprise propagator.

Data received from the enterprise monitor is forwarded only to the host specified. Data received from a
host in its domain is sent to the destination host if the specified host isin its domain else it is forwarded to
the enterprise propagator. This may be slightly different if data coalescing is considered, in which case the
data may have to be forwarded to multiple hosts.

12.3.3 Enterprise Propagator

An Enterprise propagator is at the top of the hierarchy overlooking all the domains. Its functionality is
similar to but simpler than the domain propagator in the sense that it only has to keep track of the domains
under it and forward data and interests between them based on their nature unless there are many enterprises
under consideration.

13 Communication

The transmission of messages between entities is of considerable importance in distributed intrusion de-
tection systems. The framework presented in this paper is based on the event-based communication model
discussed by Hauswirth and Jazayeri [11], which is considered to be highly scalable. We term our communi-
cation model as an interest-basedmodel as it incorporates the propagation of interests. As of now, we plan
to adopt the communication mechanisms implemented in AAFID. But we intend to further investigate the
suitability of the adopted communication mechanisms for intrusion detection systems in general and look
for better aternatives.
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14 Other Considerations

While we have discussed the main features of our framework, some other issues of considerable significance
and interest are the following:

e Security of agents

The ability of an agent to evoke responses from other agents by expressing an interest raises security
concerns. For example, an intruder who is able to spoof interests might get access to some sensitive
data about the hosts being monitored. There is also the possibility of denia-of-service attacks in
which an attacker can generate a flood of interests to overwhelm the hosts. A mechanism to cancel
interests might be needed to allow agents to stop receiving data that they are no longer interested
in. But such a mechanism might also enable an attacker to spoof cancelation messages and prevent
agents from receiving the data they need. These example scenarios suggest the need for privacy and
authentication in our framework.

e Clock Synchronization
Because a distributed intrusion detection system seeks to determine the time sequence of events re-
sulting in an intrusion across multiple hosts, synchronization of clocks among the involved hosts is
necessary. The degree of synchronization needed depends on the time granularity expected. The use
of NTP[19] should be sufficient to meet such requirements.

e Redundancy of Propagators
Propagators being lightwei ght modules may bereplicated at different levels of the hierarchy to achieve
load balancing and tolerance to failure and attack. Allowing communication between peer entities to
avoid hierarchy whenever possible may aso be an interesting possibility.

15 Conclusion

We have surveyed some of the existing approaches to communication mechanisms in intrusion detection
systems, identified the deciding factors and the desired features of the communication mechanism for an
IDS and looked at the distributed models of communication. And based on the motivation derived, we
have presented a framework for distributed intrusion detection with agents being the only data analysis
components. This framework uses an interest-based mechanism to transfer data between agents. This
allows the agents to adapt to changing system state and also eliminates centralized analysis. Moreover, it
has al the advantages of doing intrusion detection with agents as mentioned in AAFID [2] and the paper by
Crosbie and Spafford [6].

We propose building a prototype based on this framework. We are interested in observing the impact of
incorporating the interest-based mechanism on the size of the agents and on the host and network perfor-
mance.
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