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1 INTRODUCTION

1.1 Motivation and Goals

The notions of Quality of Service (QoS) and Security have existed for many
years as separate areas of research. Security is a topic that has been studied
extensively in academia and industry throughout history. Quality of Service
is a topic of great importance as user demands for network performance and
utilization grows faster than available bandwidth. In modern networks both
security and QoS are topics that play a signi�cant role in deployment. Each
area of interest contribute many advantages to the overall design of emerging
network architectures. The integration of QoS and security, however, brings
about new issues to consider and further possibilities for the evolution of
network protocols. Additionally, there is a strong business case for integra-
tion of the two areas from the onset. Building a safe and eÆcient network
architecture satis�es the needs of everybody in an organization.

Unfortunately, there is very little literature in the research community to
address the need for merging security with QoS protocols. In this paper I
provide overview material on each topic based on current research. My goal
for delving into this area centers around the need for increased awareness
in the both QoS and security communities about combining the two topics
successfully. The contribution of this survey paper is to highlight areas of
weakness in current QoS schemes as well as to report on the current strategies
for protection. The intent of this paper is to begin to formulate where the
challenges for the protocols exist. We do not have all of the answers, but
we do raise important areas for consideration in the studey of evolving QoS
standards.

Using the knowledge gained from addressing security concerns in other
network protocols, such as TCP/IP, we can begin to understand where secu-
rity �ts into the QoS framework.

1.2 Basic Concepts

1.2.1 Quality of Service

The current state of the Internet is to o�er best e�ort delivery of information.
The goal of QoS is to improve the predictability of packet delivery. It provides
a means to ensure better network service to selected traÆc. This can be
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accomplished in varying degress based on traÆc characteristics and cost.
Some of the speci�c bene�ts of QoS [QoS99a] include:

� Support for dedicated bandwidth

� Improved loss characteristics

� Avoidance and Management of network congestion

� Shaping of network traÆc

� Setting traÆc priorities across the network

There are many ways to think about the term Quality of Service. The
phrases has become overloaded in its usage. In a generic sense, QoS adds
predictability to a network [Bak99b]. Predictability is a desirable network
feature. This is especially true for real-time applications that often need to
deliver time sensitive data over the network.

Quality of Service is at times a controversial subject. Arguments have
been made that increasing bandwidth will solve the problem of congestion
and improve service. While increasing bandwidth does accommodate those
real-time application needs in the short term, it is not the only answer.
Bandwidth does have limits and costs. Additionally, delivery delays can still
occur on an unloaded network. [QoS99d]

The focus for this paper is that QoS is a viable (and necessary) mechanism
for improving network performance using existing bandwidth. As such, QoS
architectures should be designed and implemented with security in mind.

1.2.2 Security

Information security is an area of growing signi�cance in the technology com-
munity and beyond. As we have transitioned from an industrial to an in-
formation based society, new areas of crime have emerged using the newly
developed technology. Considerable money and time is being spent by orga-
nizations of all varieties and sizes to ensure they are protecting their most
valued asset, information.

The fundamental goals of information security rely on trusting a computer
system to preserve and protect its data and resources. Terms like security
protection and privacy often carry di�erent meanings to di�erent people.
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However the underlying de�nition is that a secure system should be depend-
able and behave as expected.[SG96] Some of the most common concerns in
security protection are con�dentiality, integrity, and availability. However
additional requirements in authentication, access control, authorization, and
non-repudiation are also signi�cant when implementing security controls. All
project developers must account for the unique blend of requirements they
must manage to adequately protect valuable resources and information in a
computer system.

Like QoS, security is a very broadly de�ned term which contains many
specialized disciplines. There are a variety of topics to discuss at a high
level when dealing with information protection. Some of those fundamental
principles in security include [LS87]:

� Con�dentiality: The computer security characteristic that ensures that
individuals are given access to computer resources based on security
clearance and need-to-know. This characteristic protects against com-
promise and inadvertent disclosure.

� Integrity: The computer security characteristic which ensures that com-
puter resources operate correctly and that the data in the databases is
correct. THis characteristic protects against deliberate or inadvertent
unauthorized manipulation of the system.

� Availability: The characteristic that ensures the computer resources
will be available to authorized users when they need them. This char-
acteristic protects against denial of service.

� Authentication: The act of identifying or verifying the eligibility of a
station, originator or individual to access speci�c categories of infor-
mation.

� Non-Repudiation: A property that prevents denial by one of the entities
involved in a communication of having participated in all of part of the
communication.

� Authorization: The granting to a user, a program or a process the right
of access.

� Audit: To conduct the independent review and examination of system
records and activities in order to test for adequacy of system controls,
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to ensure compliance with established policy and operational proce-
dures, and to recommend any indicated changes in controls, policy or
procedures.

Criminals will always try to �nd ways to cheat a system. Implementing
controls to address these security requirements o�ers protection against such
attempts. Security is not just a technology problem. Process issues related
to audit, management, and policy along with human issues including aware-
ness and accountability are also important to understand when developing a
security framework.

1.3 Document Organization

The remainder of this document will be organized as follows. Section 2 will
focus on Quality of Service and the protocols that exist in that area. That
section will provide a general background about these protocols and how
they extend existing network technologies. That section will also provide
examples of how end-to-end QoS can be accomplished. Section 3 will delve
into speci�c security issues that arise within network communications. That
section will address the challenges of establishing trust in communication and
how those challenges have been handled in the past. Section 4 will o�er ideas
on how an attacker may be able to compromise QoS mechanisms. Section 5
will highlight existing e�orts to unite security with QoS protocols. Finally,
conclusions and thoughts on future work will be given in Section 6.
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2 Overview: Quality of Service

Quality of Service is not a property that can be precisely measured. Some
applications require more stringent QoS guarantees than others. The funda-
mental QoS goal of providing some degree of assurance for consistent network
delivery can be met in varying degrees to match the necessary application
requirements. Network topology, policy, and the applications dictate which
blend of QoS is most appropriate for an individual ow of data or for an
aggregate. [QoS99d]

There are several parameters to analyze when devising a QoS model.
[Joh99, Hus98]

� Delay/Latency: Delay in a transmission path or in a device within a
transmission path. In a router, latency is the amount of time between
when a data packet is received and when it is retransmitted.

� Jitter: The distortion of a signal as it is propogated through the net-
work, where the signal varies from its original reference timing and
packets do not arrive at its destination in consecutive order or on a
timely basis, i.e. they vary in latency.

� Throughput: In data transmission, throughput is the amount of data
moved from one place to another in a given time period.

� Error Rate: The rate in which packets are dropped, get lost, or become
corrupted while traversing the network.

Each QoS protocol and standard that is de�ned must address these top-
ics and allow for them to be tuned for a desirable con�guration. Absolute
guarantees in the Internet are unrealistic. QoS aims to provide a means to
manage expectations that can be de�ned using these parameters.

2.1 The Dominant Protocols

When the research for this survey paper began, I expected to �nd that there
would be just a single protocol that would dominate the network. It seemed
as if the di�erent protocols designed to o�er QoS were in competition and
mutually exclusive. This was a poor assumption. In reality, Quality of
Service entails blending di�erent varieties of mechanisms to provide an overall
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end-to-end QoS architecture. Di�erent locations in the network, such as the
core, the edges, or the endpoints, have di�erent requirements and computing
resources. The result is that merging the di�erent schemes for improving
QoS at the appropriate locations will o�er the best solution. In particular
the Di�erentiated Services Protocol is designed to work best within the core
of a network, and Integrated Services can be utilized at the edges. Along
the data path mappings can occur to combine the functionality of each along
with faster routing schemes into a true end-to-end quality of service.

Quality of Service can be considered in these ways:

� Best E�ort (No guaranteed quality)

� Resource Reservation (Integrated Services)

� Prioritization (Di�erentiated Services)

There are many protocols and algorithms that exist to o�er the above
functionality. Some examples include ReSerVation Protocol (RSVP), Dif-
ferentiated Services (Di�Serv), Multi Protocol Labeling Switching (MPLS),
along with queuing algorithms such as Weighted Fair Queuing, and Random
Early Detection.

An unfortunate disadvantage of QoS is that any non-QoS enabled device
within a network domain imposes unpredictable behavior on the traÆc. This
unpredictability can lead to a loss of end-to-end QoS.

This section will o�er speci�c information on Di�Serv, MPLS, and RSVP.
The area of queue management, while important to QoS in general, will not
be covered. Those algorithms are generally transparent to applications and
are not explicitly considered to be QoS protocols. The section closes by
demonstrating how an architecture can be designed that takes advantage of
the best properties of each protocol.

2.1.1 Best E�ort

The model for quality of service in use on the Internet has been Best E�ort
Service. Best E�ort is synonmous with the absense of QoS. There are no
guarantees o�ered for delivery characteristics. Applications can send data
whenever they must, in any quantity, and without requesting permission or
�rst informing the network. [cis99c] This area of discussion is provided to
give context for what we have today and where QoS can help. Best E�ort
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service has many problems. The network, in light of congestion, may drop
any packet or cause it to be delayed longer than expected. This level of
service has worked well for a wide range of network applications, including
email and �le tranfer. However, with the increase in demand for real-time
data better network guarantees are necessary.

2.1.2 Integrated Services

Integrated services is a framework that supports controlled sharing of net-
work links. It does so by allowing an application to request speci�c guar-
antees from the network before sending data packets. The request is made
using a signaling protocol that allows the application to tell the network it's
traÆc pro�le and desired service. The network takes into account network
availability, admission control, and other parameters to make the determi-
nation to grant the application's request. Once the network con�rms the
request, the application is free to start sending data within that pro�le. In-
tegrated Services allows for single, robust, integrated-service communications
infrastructure that can support the transport of audio, video, real-time, and
classical data traÆc. [QoS99a]

Integrated Services can be provided on a per-ow basis according to ap-
plication requests. A ow is de�ned as a data stream between an application
sender and receiver. A ow can be identi�ed as an individual, uni-directional,
data stream between two applications (sender and receiver), uniquely iden-
ti�ed by a 5-tuple (transport protocol, source address, source port number,
destination address, and destination port number). [QoS99d]

There are two service categories in Integrated Services. These categories
are made possible by intelligent queueing mechanisms in network devices
along with the other Integrated Services functions of classi�cation and ad-
mission control.

� Guaranteed Service: Provide an assured level of bandwidth, a �rm
end-to-end delay bound, and no queuing loss for conforming packets
of a data ow. This service is intended for applications with stringent
real-time delivery requirements, which are intolerant of any datagram
arriving after their playback time. [Whi97]

� Controlled Load: A commitment to o�er the ow a service equivalent
to that seen by a best-e�ort ow on a lightly loaded network with no
noticeable deterioration of service as the network load increases. This
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Figure 1: RSVP Signaling [XN99]

entails o�ering the application low delay and high throughput even
during times of congestion. This class of service is intended for appli-
cations that can tolerate a certain amount of loss and delay provided
it is kept to a reasonable level. [Whi97]

RSVP: Resource Reservation Protocol The primary signaling mech-
anism associated with Integrated Services is the Resource Reservation Pro-
tocol. RSVP is not a routing protocol. RSVP allows for receiver-controlled
reservation requests. The protocol supports Integrated Services by communi-
cating soft state information within each router along a ow's path, therefore
the reservation must be periodically updated. Figure 1 shows the signaling
process. The sender application sends a PATH message to the receiver iden-
tifying its traÆc characteristics (bandwidth bounds, delay jitter, etc.) Each
router downstream from the sender to the receiver stores "path-state\ for
this ow [QoS99a] and sends the PATH message to the next hop determined
by the routing protocol. The receiver then generates a RESV message to
be sent along the same path back to the sender. This RESV contains the
requested QoS level to be allocated by the routers along with a description
of the packets to be processed. Each RSVP router along the path then uses
admission control and resource availability information to determine whether
to accept the request. An error message is sent to the receiver if any router
on the path denies the request. Otherwise a con�rmation message is sent to
the receiver once all routers accept.
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Figure 2: Di�erentiated Services Traf-
�c Conditioning Functionality

Further details on RSVP and its use with Integrated Services can be
found in [Whi97, She94]. Similar signaling protocols have been designed but
RSVP has the strongest backing for use with Integrated Services.

2.1.3 Di�erentiated Services

As noted in [Zha98], the reliance of IntServ on per-ow state and per-ow
processing is an impediment to its deployment in the Internet at large, and
in particular in large carrier networks. Di�erentiated services (Di�Serv) is
the scalable answer to this QoS deployment barrier. Di�Serv moves the
complexity out of each router on a path and into the edge nodes. This leaves
the core of the network unencumbered from heavy QoS state maintenance.

Di�erentiated services works by aggregating transmission ows and de�n-
ing one or many per-hop behaviors (PHB) to be associated with the aggre-
gates in the network core. At the edge of the network, traÆc is condi-
tioned using the actions of classi�cation, marking, shaping, and policing as
depicted in �gure 2. (For speci�c descriptions of these functions, reference
[Wei98, cis99c]) The conditioning enforced at these boundary nodes is based
on TraÆc Conditioning Agreements (TCAs) that are established between
adjacent Di�Serv domains.

The Di�Serv marking for each packet is maintained in what used to be the
8 bit IP TOS (Type of Service) header �eld, now called the Di�erentiated
Services Code Point (DSCP). Figure 3 shows the usage of this �eld. The
DSCP will be referenced by Di�Serv capable devices within the core of the
network to determine the forwarding treatment to give that class of packets.
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Figure 3: Di�erentiated Services Code
Points rede�ne the IPv4 TOS byte
[QoS99d]

Forwarding behavior within the network core is de�ned by the PHBs. A
PHB is a description of the externally observable forwarding behavior of a
DS node applied to a particular DS behavior aggregrate [Wei98]. The PHB is
the means by which a node allocates resources to behavior aggregates and is
implemented through bu�er management and packet scheduling mechanisms.

There are two globally recognized PHBs available. Customized PHBs can
also be de�ned for local administrative domains.

� Expedited Forwarding (EF): Has a single codepint (Di�Serv value). EF
minimized delay and jitter and provides the highest level of aggregate
quality of service. Any traÆc that exceeds the traÆc pro�le (which is
de�ned by local policy) is discarded. [QoS99d]

� Assured Forwarding (AF): Has four classes and three drop-precedences
within each class (a total of twelve codepoints). Excess AF traÆc is not
delivered with as high probability as the traÆc "within pro�le\, which
means it may be demoted but not necessarily dropped. [QoS99d]

A Service Level Agreement (SLA) is a contract between a service provider
and customer de�ning provider responsibilities in terms of network levels and
times of availability, method of measurement, consequences if service levels
aren't met or the de�ned traÆc levels are exceeded by the customer. The
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Figure 4: MPLS Header Layout

customer may be a user organization or another domain. [Joh99] SLAs can
be static or dynamic.

In addition to traÆc conditioning, and PHBs, the Di�erentiated Services
framework includes a component called the Bandwidth Broker (BB), which
is described in section 5.1.4 of this paper.

2.1.4 Multiprotocol Label Switching (MPLS)

MPLS is a protocol that is de�ned for routers only. Communicating host
endpoints do not need to be MPLS aware. A router that supports the MPLS
protocol is called a Label Switching Router (LSR). The MPLS technique
makes an IP routed network more connection oriented in nature where traÆc
is routed along a labeled path in the topology. [Joh99]

The goal of MPLS is to speed up the routing function by using table
lookup (indexing) based on a label instead of address matching as traditional
routing protocols do. The technique is to assign each packet a label upon
entry to a MPLS domain. While MPLS is often considered to be more of a
traÆc engineering protocol than QoS, the label de�nes the QoS level that a
packet receives. The bene�t of MPLS is that once a label has been assigned
to a packet, the overhead of complex address matching algorithms is removed.
The packet is forwarded to the next hop simply based on the label it contains.

The MPLS header is encapsulated between the link layer header and the
network layer header. [XN99] The label itself is 20-bits long and can be
stacked. Figure 4 illustrates an MPLS header.

There is some overhead with MPLS. It relies on a means of communicating

14



Figure 5: Possible use of di�erent QoS
technologies for an End-to-End Archi-
tecture

label mapping to forwarding behavior. Each LSR must manage an agreement
of how the label is de�ned between peers. A bene�t of MPLS is that a Label
Switched Path (LSP) can be used for tunneling since a path can be completely
determined by the label assigned by the ingress LSR. [XN99] This ability is
expected to reduce the cost of implementing VPN technology.

2.2 A Sample Architecture

Figure 4 is taken from [QoS99d]. This �gure highlights the complementary
nature of the many QoS protocols. The goal is to use Di�erentiated Services
within the core of a network where it can be put to good use as a lightweight
prioritization protocol, while using Integrated Services on the stub networks
to o�er �ner granularity to applications in requesting their service needs.

Di�Serv is a perfect complement to RSVP as the combination can enable
end-to-end QoS. Border routers at backbone ingress points can map RSVP
reservations to a class of service indicated by a DS-byte (details on the map-
ping can be found in [Zha98]). At the backbone egress point, the RSVP
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provisioning may be honored again, to the �nal destination. [QoS99d]

2.3 Current State of A�airs

Quality of Service is a topic that is building momentum. Many vendors
are developing products with QoS functionality builtin. Cisco Systems, Inc.
has developed a signi�cant amount of QoS technology into their IOS system.
Similarily many smaller companies with a focus on QoS are forming. [Ray99]
surveys the product o�erings available in today's market. Deployment of
QoS capable devices will be a gradual process. In the near term we should
begin to see increasing use of the protocols described, and likewise heightened
awareness for the ensuing challenges for securing the di�ering levels of service.

Standards bodies are actively investigating the protocols and issues re-
lated to QoS. Many of the papers referenced in this survey paper were writ-
ten within the last 18 months. The result of such activity is that QoS
building blocks are maturing every day. The task of solving the end-to-
end QoS equation is yet another milestone for QoS engineers. End-to-end
is de�ned as a system that enforces consistent Quality of Service policies
throughout a network. [IPH99a] Many discussions within the QoS commu-
nity have taken place concerning this goal. Several documents have also
been prepared to propose likely end-to-end QoS architectures using speci�c
protocols. [QoS99d, Zha98] are among the proposals.
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3 Overview: Security in Network Protocols

3.1 Pitfalls in TCP/IP

The Transport Control Protocol (TCP) and Internet Protocol (IP) handle
the majority of traÆc on the Internet today. These protocols are over 30
years old and have been studied extensively. [Cla88]

The TCP/IP protocols can protect against some threats. Checksums pro-
tect against packet header modi�cation. For TCP, sequence numbers protect
against lost and duplicated packets, and other measures protect against reuse
of packets. [Sum97]

Unfortunately fundamental problems in the TCP/IP architecture are
identi�ed in [Bel89]. Often packet authentication relies on the source IP
address and other information that can be easily manipulated. Many In-
ternet attacks are successful because they can \spoof" an IP address. This
e�ectively allows an attacker to masquerade as another system. Using IP
spoo�ng along with the source routing feature of IP provides an attacker
with the weapons to launch potent and stealthy attacks.

TCP, like IP, su�ers from problems inherent to its very design. The
technique of using sequence numbers to provide reliable communication can
also be abused to attack a system. \Syn ooding" is a denial of service attack
that works by opening a ood of TCP connections with the victim host
and not completing the 3-way handshake. This attack depletes the network
resources for that host and makes it unresponsive to legitimate connections.
Sequence number guessing is another well-known attack. This strategy is to
predict the sequence number to be used during a communication and inject
forged packets into the connection that will be accepted by the target.

The underlying diÆculty for establishing secure protocols is the notion of
trust. Most authentication schemes rely on some ability to trust the entities
in communication and the information being provided for the authentication.
In the human world trust is established between people on a daily basis. It
is very diÆcult to translate this notation to the machine world. A stated in
[Lam92], our formal understanding of trust in distributed systems is at best
inadequate.
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3.2 A Collection of Common Attacks

There are a variety of classi�cations that exist for grouping attacks and
vulnerabilities. We de�ne a vulnerability as some weakness of a system that
could allow security to be violated. An attack is a circumstance or event
that could cause harm by violating security. An attack often exploits a
vulnerability. [Sum97]

The focus for our study is in the type of attacks that can be considered
in a QoS model. This section provides general background on the issues
related to network threats. The speci�c attacks associated with QoS will be
identi�ed later in this survey paper.

� Network Denial of Service: Denial of Service is an attack in which le-
gitimate users are prevented from using the network. According to
[SG96] there are several methods for causing a network DoS. These
include

{ service overloading: Occurs when oods of network requests are
made to a server daemon on a single computer.

{ message ooding: Occurs when a user slows down the processing
of a system on the network to prevent the system from process-
ing its normal workload, by "ooding" the machine with network
messages addressed to it.

{ signal grounding: Physical methods that can be used to disable a
network such as grounding the signal on a network cable, intro-
ducing some other signal, or removing an Ethernet terminator.

{ clogging: Occurs when an attacker uses up the limit of partially
open connections. Particularily harmful to TCP.

� Session Hijacking: The principle of session hijacking is to seige control
of a network connection. Once an attacker has successfully hijacked
the connection he is able to supply user commands on behalf of the
legitimate user.

� Masquerading: Identity theft is the misuse of another user's identity
with the objective of taking actions permitted to the owner of the
identity. Authentication and access control services are useless since
an established session has been hijacked. [Sum97]
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� Information Leakage: Failures in the protocol or implementation can
lead to an attacker gathering information about a session that she would
not otherwise be able to deduce.

� Unauthorized Resource Use: Compromise of any devise on a network
constitutes unauthorized resource use.

3.3 Interoperability Considerations

Protocols are the building blocks for networks. They are de�ned and im-
plemented as modules that will be used together to create an operational
environment as we have learned to be the case with QoS design.

Individually each protocol poses concerns for security weaknesses. When
a full network architecture has been built, the interaction between these
protocols can lead to new areas for concern. This concern is addressed in
[AF] where examples of multiprotocol vulnerabilities are given. The author
shows that individually an authentication protocol can be demonstrated to
be correct. But when used in conjunction with another protocol during the
exchange of messages in a Public Key Infrastructure, new attacks can be
introduced. PKI is just one area of many where multiprotocol vulnerabilities
should be studied.

The same ideas can be applied to QoS protocols that are being designed
to work together for an end-to-end QoS architecture. Careful attention needs
to be given to how movement of data packets and control messages through
IntServ and Di�Serv devices happens and the possible ambiguities that can
arise in the communication structures.
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4 Possible Attacks to Consider in QoS

4.1 Setting the Stage

In order to visualize the attacks about to be discussed, we will consider a
practical QoS environment. For the purpose of example, consider a global
corporate network with sites in every major geography worldwide. This
network carries the standard email and http traÆc patterns. Bandwidth
is abundant, however congestion still arises during various time intervals.
During these times of congestion the transaction software for the sales unit,
which is QoS aware, is given preferential treatment for packet delivery. The
QoS aware network is con�gured to give better service to mission-critical,
delay-sensitive applications over email communication and http traÆc.

There are a number of VPN (Virtual Private Network) [vdM98] con-
nections attaching the corporate network to many supplier networks. The
connections between this corporation and the various suppliers include routes
through a couple of large ISP (Internet Service Provider) [Joh99] backbones.

While this is a basic network description, it serves as a model for think-
ing of the high level purpose of QoS. The goal of this section is to shift our
thinking about disjoint protocols toward a more complete and connected ar-
chitecture with all of the complexities being handled by today's corporations.

Given this context, we will now propose a subset of attack scenarios that
focus speci�cally on QoS enabled networks.

4.2 QoS Attack Scenarios

QoS, as presented in this paper, builds on the functionality of the Internet
Protocol (IP). Attacks that have been proven to work against IP will un-
doubtedly work within a QoS enabled environment. Additionally, many new
areas of concern arise in light of the features introduced by QoS. This section
identi�es weaknesses in the QoS scheme and methods to attack the protocols.

In October 1999, an Internet draft was released entitled Security Issues
for Di�erentiated Service Framework. [Gon99] That draft addresses many
similar concerns and is recommended to support the proposed attacks in this
section.
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4.2.1 Theft of Service

The biggest concern when designing technology that o�ers any degree of pref-
erential treatment is theft. By manipulating the QoS signals and codepoints,
an attacker may be able to obtain better service than was purchased. This
crime is one that entails no cost to the perpetrator, unlike later attacks to
be discussed.

An improvement in service is realized when the QoS parameters are set to
match an existing service agreement. According to RFC 2475 for Di�erenti-
ated Services [Wei98], the mapping of network traÆc to the speci�c behaviors
that result in di�erent (better or worse) service is indicated primarily by the
DS �eld. An adversary may be able to obtain better service by modifying
the DS �eld to codepoints indicating behaviors used for enhanced services or
by injecting packets with the DS �eld set to such codepoints.

This same line of thought can be applied to theft of service in the RSVP
context. RSVP uses two types of messages, PATH and RESV, when making
a reservation. The PATH message contains information about the senders
traÆc characteristics and it is also used to set up the reverse routing path. A
RESV message ows in the reverse direction making the reservation request.
An attacker can take advantage of the RSVP protocol by claiming false traÆc
characteristics and forcing unnecessary reservations to be made.

The bottom line is that since enabling QoS on an IP network e�ectively
means that some users will get better network service than others, it creates
some incentive to steal. Some users inevitable want the better service, but
they don't want to have to pay the (likely) higher costs involved. Hence,
there is a need to authenticate those that request the better service levels.
[QoS99b]

Additional defenses to this attack include good traÆc conditioning at Di�-
Serv boundary nodes (ensuring codepoints conform to the applicable TCA(s)
and the domain's service provisioning policy) along with security and in-
tegrity of the network infrastructure within a Di�Serv domain. [Wei98]

4.2.2 Denial or Degregation of Service

Denial of service in QoS is a method of attack that removes availability of
resources from providing the QoS that was o�ered. Degradation is decreasing
the level of QoS to a noticably poor level (i.e. longer delay, bigger jitter, high
drop rate), but not completely destroying resource availability.
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Excessive theft of service can eventually lead to denial or degradation of
service. When malicious users are receiving higher QoS than they pay for,
they deplete the resources available to forward other traÆc streams.

There are many other opportunities for an attacker to cause a denial or
degradation of service in the network. The following list highlights a few
techniques that cause concern.

� A compromised router can be recon�gured to drop or add deliberate
delay to packets requiring high QoS in the Di�Serv domain. Likewise
if RSVP state is being maintained in a router, that state information
can be corrupted or erased by the attacker. The consequence is even
greater if a border router is compromised as those devices handle much
higher traÆc volume than interior routers. [Gon99]

� A device along a transmission path may be under the control of an at-
tacker to remark packets with unde�ned codepoints or with codepoints
indicating a lower level of QoS than they should receive.

� A ooding tool can be used within a domain to generate so much
traÆc that congestion is unavoidable. Such arti�cial congestion can
have adverse a�ects on many QoS schemes.

4.2.3 Session Hijacking and Identity Masquerading

Session hijacking is a threat to IP networks. Identity masquerading is a
related problem. Given the design principle of QoS protocols to build on
the IP layer of the network stack, we identify session hijacking as a threat
for QoS as well. The technique of hijacking a session in IP applies in the
QoS architecture with the additional step of marking the appropriate QoS
level in the forged packets. The concern is heightened in QoS if connections
between policy entities become hijacked. In this manner an attacker would be
able to issue decisions on behalf of the policy decision points in the network.
Also worth noting is that this type of attack is feasible even when using the
strongest authentication techniques available.

4.2.4 Other Issues

The majority of problems identi�ed in this paper and others are based on
analysis of protocol design as described in the RFCs. There are other chal-
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lenges awaiting security and network professionals as QoS goes into deploy-
ment. Many exploits that have been waged in the past prey on problems
in the implementation of the protocols. Bu�er overows result from poor
boundary and parameter checking by programmers. Subtleties in the proto-
col speci�cations (the RFCs) can lead to di�ering interpretations by imple-
menters leading to inconsistency in software. Such inconsistencies are fertile
ground for exploitation.

An issue raised in Section 3.4 is that of protocol interoperability. QoS, as
we have learned, is being designed as a set of modules to be used together to
form an end-to-end QoS framework. Security aws can arise when message
formats are tangled in such a way that slight modi�cation of one message
can lead to a breach of information another. This is an area requiring further
study in QoS architecture designs.

Finally, protection needs to be considered for the technology that supports
QoS. Accounting data must be secured so that fair billing is achievable. As
we will learn in the next section, mechanisms used to create and distribute
policy and resource allocation must also be safeguarded. Less obvious but
also of importance, the statistical data used to maintain audit capabilities
must be protected. [ea99]

4.2.5 Summary

Each of these attacks are realistic if one considers the interaction between
compliant and non-compliant QoS domains. If an attacker is positioned
within a non-compliant domain or has subverted an edge router, the injection
or modi�cation of packets will not be caught by the traÆc conditioners. In
Di�Serv, ingress nodes are the primary lines of defense against such activity.
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5 Existing E�orts for Integration

The good news is that protocol designers are not ignoring the importance
of establishing security principles in emerging QoS standards. Many RFCs
and Internet drafts do contain notes on security considerations. A strong
message found in many documents is the need for good system and network
administration. [Zha98] states that network administrators are expected to
protect network resources by con�guring secure policers at interfaces with
untrusted customers. Great care should be taken in deploying QoS technolo-
gies. This section also highlights e�orts underway to aid administrators in
the protection of their networks as they drive the inevitable deployment of
QoS.

5.1 IETF Activities and Drafts

There are e�orts underway within the standards bodies, such as the IETF and
the QoS forum, to address the issues of security in QoS architectures. The
IETF (Internet Engineering Task Force) is a large open international com-
munity of network designers, operators, vendors, and researchers concerned
with the evolution of the Internet architecture and the smooth operation of
the Internet. [iet]

This section provides a synopsis of the IETF drafts that have been written
thus far related to the issues identi�ed in this paper.

5.1.1 Common Open Policy Standard: COPS

The COPS protocol provides a client/server model for distributed policy
management in a network. COPS can be used within a domain for router
policy enforcement points (PEPs) to retrieve policy from policy distribution
points. [QoS99c] TCP is used as the transport protocol for reliable exchange
of messages between policy clients and a server. [Sas99]

The COPS protocol provides an outsourcing mechanism for policy-based
admission control so that a cohesive policy is achieved. COPS distinguishes
between three request types [Pau99]:

� Admission Control Request: If a packet is just received by a PEP, it
asks the PDP for an admission control decision on it.
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� Resource Allocation Request: The PEP queries the PDP for a decision
on whether, how, and when to reserve local resources for the request.

� Forwarding Request: The PEP asks the PDP how to modify a request
and forward it to the other network devices.

State management is a large component of COPS. PDPs maintain state
for all PEP requests until informed to delete that state. (This feature could
lead to a clogging attack as described in section 3.2) PEPs periodically re-
port status information to the PDP related to accounting and monitoring of
requests.

Security considerations are also relevant to the COPS protocol. The
COPS speci�cation discusses an Integrity object that must be supported
by all COPS implementations. The speci�cation also highlights the use of
IPSEC to secure communication between the PDP and PEPs. [Sas99] Cur-
rently COPS is designed to complement RSVP.

5.1.2 RSVP Integrity Object

The RSVP protocol was described in section 2.1.2 as a protocol for estab-
lishing distributed state in routers and hosts related to resource reservation.
To ensure the integrity of the admission control mechanism, RSVP requires
the ability to protect its messages against corruption and spoo�ng. [Tal99]
An Internet Draft was written to propose an Integrity Object for RSVP.
The decision was made not to use the IPSEC authentication header for this
purpose. The rationale for this decision is documented in [Tal99].

The RSVP Integrity Object contains a message digest (HMAC-MD5 is
recommended but not required) along with a sequence number. These two
elements protect against message forgery and replay attacks. Con�dentiality
is not o�ered by this mechanism. The Internet draft provides details on
algorithms to be used for generating and using the sequence numbers along
with message handling procedures.

Key management for the Integrity Object mechanism is an area requiring
further investigation. The requirements for a key management system are
presented in the speci�cation along with ideas of possible integration with
the Kerberos. [Sch]
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5.1.3 Working with IPSEC

RSVP Extensions for IPSEC: RSVP was originally speci�ed to carry IP
packets with TCP or UDP-like ports. The IPSEC protocol does not �t that
model. The result was that RSVP o�ered limited functionality for IPSEC
packets. In an e�ort to overcome those limitations, the IETF Network Work-
ing Group published a draft on extending RSVP for IPSEC ows. [O'M97]
The extension takes advantage of the Security Parameter Index (SPI) in
IPSEC to provide similar functionality as the TCP/UDP-like ports. Con-
sequences of this extension for RESV messages is that processing will need
to be slightly modi�ed based on the new FILTER SPEC ( which is the de-
scription of the packets to which the reservation applies) Additionally PATH
message processing will be also be modi�ed as described in the speci�cation
[O'M97]

Di�Serv Considerations: RFC 2475 discusses the interaction of Di�Serv
with the IPSEC protocol. The two protocols have been developed such that
modi�cation of the Di�Serv �eld by a network node has no e�ect on IPSEC's
end-to-end security, because it cannot cause any IPSEC integrity check to fail.
As a consequence, IPSEC does not provide any defense against an adversary's
modi�cation of the DS �eld. [Wei98] The solution is to take advantage of
the IPSEC tunneling capabilities to encapsulate a Di�Serv packet so that
the DS codepoint is then protected by the encapsulation.. The requirement
for this scenario is that the tunnel ingress and egress nodes be capable of
performing the traÆc conditioning functionality required of Di�erentiated
Services. Further details on this scheme are provided in section 6.2 of RFC
2475.

5.1.4 Bandwidth Broker

Bandwidth brokers (BB) for handling QoS policies are being de�ned in asso-
ciation with Di�erentiated Services. A Bandwidth Broker is associated with
a particular trust domain. Their purpose is to allocate bandwidth for end-
to-end connections with state and simpler trust relationships than deploying
per ow guarantees in all network elements, as is the case in Integrated Ser-
vices. [QoS99a] In essence, the BB decides how applications should share
services speci�ed by the SLAs (see section 2.1.3).

A Bandwidth Broker has two primary responsibilities:

26



1. To parcel out their region's Marked traÆc allocations and set up the
leaf routers within the local domain.

2. To manage the messages that are sent across boundaries to adjacent
region's BBs

These responsibilities are accomplished by maintaining a policy database
and establishing relationships of limited trust with their peers in adjacent
Di�Serv domains. [QoS99a] Typically agreements are static once de�ned,
but mechanisms are being developed to accommodate more dynamic service
arrangements.

5.2 The Importance of Policy

A fundamental component of most of the IETF activities for securing QoS
is policy. Many of the areas identi�ed in the previous section are focused on
various aspects of policy and communication. Policy provides a mechanism
to establish what is allowed and disallowed in a network. Any compromise
of security is in e�ect a breach of policy. It is therefore very important to
build good and reliable policy tools to be used in QoS environments.

As an example, policy can be used to de�ne how bandwidth is to be al-
located among mission-critical �nancial software and multimedia entertain-
ment feeds from the Internet. A policy should be de�ned and enforced to
avoid "bandwidth hijacking" by those multimedia applications.

A policy framework has been proposed and is described in [QoS99b].
That document focuses on all aspects of policy. The framework (see �gure
5) identi�es the functional elements and protocols required to support QoS
policy in the network. Many technologies will be needed to store, access,
update, and monitor policy.

The IETF working groups focused on QoS and related subjects contin-
uously point to policy frameworks as a means of supporting fair use of the
technology.

5.3 Contribution of VPN Technology

Virtual Private Networking is a technology that has been around for some
time. The motivation driving its continued development is the cost savings
it o�ers over maintaining private leased lines. A VPN provides many other
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Figure 6: Functional elements and
protocols required to support QoS pol-
icy in the network

28



business bene�ts which make it an attractive deployment option for all types
of organizations. [IPH99b]

VPN technology is understood to be a good complement for QoS strate-
gies. Both techniques aim to replace private leased line capabilities. One
of the important requirements for IP based VPNs is to obtain di�erentiated
and dependable Quality of Service for ows belonging to a VPN. Such VPNs
will be capable of supporting a wide range of QoS guarantees as well as mul-
tiple traÆc classes. [vdM98] The relationship between VPN customers can
be used to tailor the service level agreements that drive traÆc characteristics
and applications that can take advantage of the VPN.
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6 Conclusions

6.1 Areas for Future Work

A signi�cant amount of research still remains in the area of securing QoS
mechanisms. The study of analyzing the overall security of end-to-end QoS
initiated by this paper should be continued as the protocol standards continue
to be de�ned. Testing of proposed threats should be formalized to support
the vulnerability claims.

In a larger scope, the notion of de�ning a policy and implementing it
within the appropriate technology devices continues to be an active area of
development. Every variety of policy must be de�ned, constructed, stored,
accessed, applied, and enforced. [QoS99b] There are many challenges re-
lated to enforcing and updating policy controls within networks. The Policy
working group at the IETF is chartered to de�ne a scalable, interoperable,
and vendor-independent framework for policy de�nition and administration.
Their intermediate goal is to support QoS, however many other technologies
will be able to take advantage of the outcomes from this group. [pWG99]

Security imposed techniques always come at a price of usability and per-
formance. Each proposal for improving security in a protocol should be
carefully studied in the e�ects to performance and usability. Every e�ort
should be taken to prevent loss of satisfaction in the protocol after security
is introduced.

6.2 Timing is Critical

A struggle that has existed as long as technology is in the inclusion of security
controls in the initial design phase. So many project e�orts wait until the
end of their development cycle before they begin to explore the security
issues e�ecting them. This survey paper has focused on ways to introduce
security topics early in the design of new protocols and standards. Security
is a topic that will not disappear, therefore it is critical that developers start
every new project with a sense of security awareness. The time for building
security controls into QoS standards is now. The protocols we analyzed in
this paper are far enough in their evolution that implementation e�orts are
now underway.

A great deal of work has gone into encompassing QoS with policy frame-
works as foundation along with admission control, and policing activities.
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The work for securing QoS enabled networks does not stop at protocol de-
sign, however. It must be a continuous e�ort so that QoS standards are
embraced as the networking intelligence tools they are designed to be.

6.3 Lessons from the Past

Our approach in this study was to review vulnerabilities that have been
discovered in traditional network protocols (such as TCP and IP) and to let
history guide the way for uncovering similar vulnerabilities in QoS standards.
A lot of research has already taken place in the study of security in networks,
so it seems a worthwhile activity to apply past results to new technologies.
In this survey of security for QoS architectures we did encounter many of
the historical issues related to protecting networks still applies. Those issues
include trust, policy, and authentication.

Bringing those topics to bear in the QoS framework has led to a lot of ac-
tivity currently underway in a variety of working groups at the IETF. Having
this past experience to build upon gives QoS protocols the opportunity to
be designed e�ectively so that when they are deployed and exploits become
a reality, strong defenses will already be in place.

Harry Truman states our point well, \The only thing new in this world
is the history you don't know."
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