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ABSTRACT

The edge detection is an useful method for obtaining a simplified image that preserves the domain
geometric structures and spatial relationships found in the original image, and it is also the
first step for generating the content descriptors for images and videos. The edges in tte color
images can be classified into two types: (1) The first one is that the respective brightness values
of the neighboring pixels are significantly or steadily different; (2) The second one is that the
colors for the neighboring pixels are significantly different. This paper presents a more efficient
edge extraction algorithm through the integration of three color components, more potential edge
patterns and entropy-based feature thresholding. The experimental results have confirmed that
this proposed algorithm can provide more reasonable edges than the traditional isotropic edge
extraction operators which are only performed on the luminance component of the color images.
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in section 3, where a fast threshold determination algorithm is also proposed. The algorithm for
detecting the edges on chrominance components and the fusion rule are introduced in section 4,
the experimental results are given in section 5.

2. Color Space and Analysis

Color information has been widely exploited for image segmentation and face-location in recent
years!'>~17) where the color information is exploited as a feature for partitioning an image into
a set of homogeneous regions with similar color and the color information is typically used for
region rather than edge segmentation. There have several well-known color space for image rep-
resentation, display and analysis, thus an image can be presented in a number of different color
space models.

RGB: This stands for the three primary colors: red, green and blue. It is a hardware-oriented
model and is well known for its color-monitor display purpose because of its easily implementable
fashion. However, the RGB color model is unable to separate the chrominance components and
luminance component efficiently. Moreover, in the RGB color space, equal geometric distances do
not generally correspond to equal perceptual non-uniformity of the RGB color space, thus it is
unsuitable for defining the feature metric for color-based image indexing and retrieve, and RGB
space is not selected for edge extraction in this paper!8l. Since the YUV space is normally used
for digital color image storage in the present image and video coding standards, such as JPEG,
H.261, H.263 and MPEG, the relationship between the RGB space and YUV space is
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CIE(Lab): Colors in the CIE Lab space are perceptually more uniformly space than colors are
in RGB or HSV spaces, this property of CIE(Lab) is very suitable for defining the color distance
for image retrieve application and enables the use of a fixed color distance in decision making
over a wide range of colors. Moreover, Chroma ab have previously been proved to be effective in
region-based color image segmentation. In this method, the YUV values are first transformed into
the CIE XYZ values using the formulas.
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color images is 4:1:1, four adjacent pixels on luminance component have the same chrominance
information.

The luminance component Y of a color image may be taken as a two-dimensional light-intensity
function, I(z,y), which contains (P x Q) pixels, each with a value of brightness, i.e. grey level,
from 0 to N. Grey level 0 is the darkest and grey level N is the brightest. In our study, the task
of the edge extraction is to classify the pixels into two opposite classes: edge or non-edge, and
a second-order neighborhood of current pixel is selected for describing the relationship between
current pixel and its neighboring pixels as shown in Fig.1. The edges on luminance component,
which are usually defined as the local discontinuities or rapid changes in luminance, may pass the
second-order neighborhood with four potential models as shown in Fig.2. Four features, which
are used for describing the strength of the edge induced by different edge patterns, are exploited
and calculated for detecting the edges of the luminance of the color images, where the weighting
coefficients are selected and shown in Fig.3. The first feature, HOE(m,n), which is the absolute
difference between its above horizontal neighbors and its below horizontal neighbors of current
pixel at (m,n) as shown in Fig.3(a), is termed the strength of the horizontal edge model.

HOE(m,n)=| Itm—-1,n—1)+2I(m,n—1)+I(m+1,n—1)— (5)
Im—-1,n+1)=2I(m,n+1)—I(m+1,n+1)|

where I(m—1,n—1), I(m,n—1), I[(m+1,n—1), I(m—1,n+1), I(m,n+1),and I(m+1,n+1)
indicate the grey level value of the pixels at (m—1,n—1), (m,n—1), (m+1,n—1), (m—1,n+1),
(myn+1) and (m+1,n+1). HOE(m,n) is used for measuring the strength of edge information
on horizontal orientation of current pixel at (m,n).

The second feature, VOFE(m, n), which is the absolute difference between its left vertical neigh-
bors and its right vertical neighbors of current pixel at (m,n) as shown in Fig.3(b), is termed the
strength of the vertical edge pattern.

VOE(m,n)=| Ilm—-1,n—1)+2[(m—1,n)+I(m—-1,n+1)— (6)
Im+1,n—1)—2I(m+1,n) —I(m+1,n+1)|

where I(m—1,n—1), I(m—1,n), Ilm—1,n+1), I((m+1,n—1), I(m+1,n), and I(m+1,n+1)
indicate the grey level value of the pixels at (m—1,n—1), (m—1,n), (m—1,n+1), (m+1,n—1),
(m+1,n) and (m+1,n+1). VOE(m,n) is used for measuring the strength of edge information
on vertical orientation of current pixel at (m,n).

The third feature, NOE(m,n), which is the absolute difference between its left-above diagonal
neighbors and its right-below diagonal neighbors of current pixel at (m,n) as shown in Fig.3(c),
is termed the strength of the northeastern diagonal edge pattern.

NOE(m,n)=| 2I(m—-1,n—1)+I(m,n—1)+1(m—1,n)— (7)
Ilm+1,n) —I(m,n+1)—2I(m+1,n+ 1)

where I(m — 1,n — 1), I(m,n — 1), I(m — 1,n), I(m + 1,n), I(m + 1,n), and I(m + 1,n + 1)
indicate the grey level value of the pixels at (m — 1,n — 1), (m,n — 1), (m — 1,n), (m + 1,n),
(myn+1) and (m+1,n+1). NOE(m,n) is used for measuring the strength of edge information
on northeastern diagonal orientation of current pixel at (m,n).



where f; is equal to the number of pixels which have the maximum edge strength feature as
i(T+1<i< M), Z,Zsz +1 fn indicate the total number of pixels which have the maximum edge
strength features in range 7+ 1 < ¢ < M. Then the entropies for these two classic regions,
non-edge and edge, can further be defined as

H(T) = - 3 Pu(ilogP) (13)
— Z P.(i)logP.(7) (14)

The global threshold vector T, which is selected for performing the non-edge and edge pixels
classification, has to satisfy the following criterion functions(?4~26,

_ max {H.(T)+ H.(T)}

HD) = 1 _ o5y (15)

In order to find the global maximum of Eq.(15), the computation burden for the traditional
exhaustive searching technique is bounded by O(M?) because it takes O(M) computation time to
obtain the two entropies for each element and there are M potential elements.

3.2. Fast Search Algorithm

For reducing the search burden on determining the global segmentation threshold, an efficient
search algorithm is proposed through exploiting the recursive iterations on calculating the prob-
abilities P, (i), P.(i) and the entropies H,(T), H.(T), where the computation burden is induced
by calculating the re-normalized part repeatedly. We first define the total number of the pairs
in non-edge region and edge region(the re-normalized parts used in Egs.(11) and (12)) when the
threshold is set to T,

T
= fn (16)
h=0

S h (17)

h=T+1

The corresponding total number of pairs in non-edge and edge regions at global threshold 7"+ 1
can be calculated as

T+1
Py(T +1) th—th+fT+1 Py(T) + fra (18)
h=0 h=0
P (T +1) Z fn= Z fo = fre1=Pi(T) = frt (19)
h=T+2 h=T+1



if and only if one of its three color components is detected as the edge and set to 1, otherwise, it
is classified as the non-edge pixel and set to 0.

5. Experimental Results

For evaluating the real performance of this proposed edge extraction algorithm, we have tested
many images which include very different image components, the results of two CIF images
“Akiyo”, “Foreman” and three QCIF images “Mother and Daughter”, “Salesman” and “Car-
phone” are shown.

Fig.4(a) shows the original image of “Akiyo”, Fig.4(b) is the extracted edges by performing
this proposed edge extraction algorithm on three color components, Fig.4(c) is the extracted edges
by performing this proposed algorithm only on the luminance component. One can find that this
proposed edge extraction algorithm can provide more meaningful results, some obvious edges of the
color monitor are missed by the edge extraction procedure which is only based on the luminance
information. The experimental results of Prewitt, Sobel, Laplacian and Roberts operators are
shown in Fig.4(d), Fig.4(e), Fig.4(f) and Fig.4(g), where the threshold for edge extraction are also
determined automatically by this proposed fast entropy algorithm. The extracted human face is
shown is Fig.4(h), the white regions, which are in the inside of the human face, are the extracted
eyes, mouth and nose.

Fig.5(a) shows the original image of “Foreman”, Fig.5(b) is the extracted edges of the image
by performing this proposed edge extraction algorithm on three color components. Fig.5(c) is
the obtained edge information by performing this proposed edge extraction algorithm only on the
luminance component. One can also find that this proposed edge extraction algorithm, which is
performed on three color components, can provide more details because some parts of the human
hat edge is missed if the edge extraction procedure is only performed on the luminance component.
The experimental results of Prewitt, Sobel, Laplacian and Roberts operators, which perform the
edge extraction procedure only on the luminance component, are shown in Fig.5(d), Fig.5(e),
Fig.5(f) and Fig.5(g). The extracted human face is shown in Fig.5(h).

Fig.6(a) shows the original image of “Mother and Daughter”, Fig.6(b) is the extracted edges of
the image by this proposed algorithm. The experimental results of Prewitt, Sobel, Laplacian and
Roberts operators are shown in Fig.6(c), Fig.6(d), Fig.6(e) and Fig.6(f), one can find that this
proposed algorithm can provide more meaningful results and its performance is not depended on
the image format. Fig.7(a) shows the original image of “Salesman”, Fig.7(b) is the extracted edges
of the image by this proposed algorithm. The corresponding experimental results of Prewitt, Sobel,
Laplacian and Roberts operators are shown in Fig.7(c), Fig.7(d), Fig.7(e) and Fig.7(f). Fig.8(a)
shows the original image of “Carphone”, Fig.8(b) is the extracted edges of the image by this
proposed algorithm. The experimental results of Prewitt, Sobel, Laplacian and Roberts operators
are shown in Fig.8(c), Fig.8(d), Fig.8(e) and Fig.8(f). The extracted human face is shown in
Fig.8(h).

6. Conclusion

A fast edge extraction algorithm is proposed, where three color components, fast entropic thresh-
olding algorithm and more potential edge patterns are integrated for obtaining more reasonable
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Figure Captions

e Fig.1: The second-order neighborhood of current pixel.

e Fig.2: The selected edge patterns: (a) horizontal edge model; (b) vertical edge model; (d)
northeastern diagonal edge model; (¢) northwestern diagonal edge model.

e Fig.3: The coefficients of the edge patterns: (a) horizontal edge model; (b) vertical edge
model; (d) northeastern diagonal edge model; (c) northwestern diagonal edge model.

e Fig.4: (a) the original image of “Akiyo”; (b) the extracted edges by performing the proposed
edge extraction algorithm on three color components; (c) the extracted edges by performing
the proposed algorithm only on the luminance component;(d) the corresponding edges ex-
tracted by Prewitt operator; (e)the corresponding edges extracted by Sobel operator; (f) the
edges extracted by Laplacian operator; (g) the edges extracted by Roberts operator; (h) the
extracted human face.

e Fig.5: (a) the original image of “Foreman”; (b) the extracted edges by performing the pro-
posed algorithm on three color components; (c) the extracted edges by performing the pro-
posed algorithm only on the luminance component; (d) the corresponding edges extracted by
Prewitt operator; (e)the corresponding edges extracted by Sobel operator; (f) the edges ex-
tracted by Laplacian operator; (g) the edges extracted by Roberts operator; (h) the extracted
human face.

e Fig.6: (a) the original image of “Mother and Daughter”; (b) the extracted edges by the
proposed algorithm; (c) the corresponding edges extracted by Prewitt operator; (d) the cor-
responding edges extracted by Sobel operator; (e) the edges extracted by Laplacian operator;
(f) the edges extracted by Roberts operator.

e Fig.7: (a) the original image of “Salesman”; (b) the extracted edges by the proposed al-
gorithm; (c) the corresponding edges extracted by Prewitt operator; (d)the corresponding
edges extracted by Sobel operator; (e) the edges extracted by Laplacian operator; (f) the
edges extracted by Roberts operator.

e Fig.8: (a) the original image of “Carphone”; (b) the extracted edges by the proposed al-
gorithm; (c¢) the corresponding edges extracted by Prewitt operator; (d)the corresponding
edges extracted by Sobel operator; (e) the edges extracted by Laplacian operator; (f) the
edges extracted by Roberts operator; (g) the extracted human face.
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