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ABSTRACT

Leaky motion prediction techniques have been developed as a way
w trade-off between video coding cfficiency and drift eror re-
silience. In this paper, we present a statistical analysis of leaky
motion prediction in the presence of channel errors, We assume
the encoder has some basic knowledge of the channel such as the
channel crror pattern and crror rate, We derive a closed-form ex-
pression of the rate distortion function and find the analytic solu-
tion for the leaky motion prediction parameter. Two examples are
presented 1o demonstrate the results. :

1. INTRODUCTION

In motion prediction hybrid video coding, the encoder and decoder
are suppoesed to have access to the same motion reference informa-
tion. A drift error occurs when this condition is not satisfied. This
can happen when there are errors in the channel during the trans-
mission of the reference information or the channel bandwidth is
not adequate to represent all the refercnce information and has to
discard part or all of the data stream. In case of drift, the recon-
structed video quality can deteriorate quickly due to error prop-
agation in the motion compensation until the next INTRA frame
(I-frame} occurs.

Many techniques have been investigated to limit or stop drift
errors. Forward error correction(FEC) techniques are widely used
in practice and can prevent the drift efféctively[1]. However, FEC-
based approaches generally require extra coding complexity, which
is critical in real-time or handheld video applications. FEC-based
techniques require bandwidth for the redundant information and
may significantly reduce coding efficiency. Another approach is
to use layered scalable video coding[2][3]. A lower quality recon-
struction. which is referred to as the base layer, requiting a lower
data rate, is used as the reference. If the decoder receives more
bits than the base layer, it uses the extra bits for higher guality re-
censtruction. The higher quality reconstruction will not be used
as the reference. Therefore, the encoder and decoder only need to
guarantee the quality of the base layer to prevent drift errors. A
lower quality reference will lead to larger residual image entropy
resulting in a higher data rate and/or decreased coding efficiency.

Leaky prediction based techniquesf4] [5] have been proposed
to trade-off between coding efficiency and drift error resilience.
Leaky prediction uses a fraction, referred to as the leaky factor «,
of the difference between the higher quality reconstruction and the
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lower guality reconstruction along with the lower quality recon-
struction as a reference. [tis obvious that the selection of the leaky
factor will greatly alfect the performance of the motion prediction.
When o = 0t is essentially the conventional SNR layered coding,
where the greatest error resilience is achieved; while when o = 1
itis the single layer coding. where cading efficiency is maximized.

The selection of an optimal leaky factor is a difficult task due
to the lack of a well defined channel model and frame dependence.
A motion prediction rate distortion analysis was proposed in [6]
and extended in [7]. This approach is continued in [8] [9] to ad-
dress the leaky parameter problem in scalable video coding. Our
work in this paper differs from the previous work in the follow-
ing three aspects. First, we model the video signal as a first-order
Markov-like vector sequences. Based on this model, we derive a
recursive expression of the distortion, Second, we assume that the
encoder is channcl-aware, i.e.. it has the knowledge of the channel
conditions such as the error pattern and the error rate. We shall
consider the channel errors explicitly in the rate distortion func-
tion, Finally, since the average data rate in many video coding
applications is generally well under ! bit per pixel, we extend our
work in [10] and exploit the high resolution quantization analysis
in [11]. We derive a analytic solution for the Ieaky parameter in
this paper. It should be noted that owr results essentially extend the
1-D analysis in [12] to 2-I} video signals.

2. STATISTICAL ANALYSIS OF MOTION PREDICTION
WITH CHANNEL ERRORS

In hybrid video coding, the n-th input frame of size M N is
divided into blocks of size I, L. Anorthogonal L L transform T
is then obtained for each block. The motion prediction and motion
compensation operation on the n-th frame is a 2-D nonlinear filter
denoted as .

We denote (i, #, ) and y(i, 7,n) as the n-th input-frame at
the encoder and reconstructed frame at the decoder respectively,
where (i, 7) is the spatial coordinates of the pixel. The difference
image is

E(’i,j,ﬂ) =y(i,j,n)—a:(i,j,n) “)
Denote the inner product of vectors a{n) and b(n) by
] MoN-l
[a(n’)! b(ﬂ)] = m ;D Jzz% a(z, Js n) ' b('t, I ﬂ) (2)
The mean square error{MSE)} is then
D(n) = [e{n).s(n)] €

Our goal is to minimize the MSE given the channel conditions.
We assume that the video sequence can be approximated by a first-
order Markov-like model
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. z(n) = pZ(n — 1) + w(n) (4)
where £(r— 1) is the motion compensated version of the (n—1)-th
reconstructed frame zq,{n — 1) at the encoder. ie.,

= P(ay(n — 1) 5)

We focus our work on the selection of the leaky factor.cv, and do
not consider the base layer data rate selection. Without loss of gen-
erality, we assume the base layer rate is zero. Hence the reference
image and the residual image are

F(n} = cd(n — 1) (6
e(n) = z(n) — £(n) (N

Let the quantization operation be denoted as Q-] and the inverse
guantization operation as @ ™ *[-]. The quantized residual image is

z(n—1)

then
Gene(n) = Qle(n))] (3)
The dequantized residual image at the encoder is
€enc(n) = Q7 Hgane(n)] = e(n) + dg(n) &)

where dg(n) is referred o as the quantization error. Hence the
reconstructed frame at the encoder becomes

Zg{n) = Z(n) + €enc(n) = z(n) + dg(n) (10)
Let q.(n) be the effect of the channel errors and assume the error
effects are additive, then the quantized residual image received at
the decoder can be represented as

qdec(n) = {enc (n) + {h‘.(n) (I 1)

The dequantized residual image at the decoder is
Q_l [quC(n)] = Q_l[qenC(n) + ge(n)]
e(n) + do{n) + de(n) ) (12)

Caeclnt) =

I

Hence the reconstructed n-th frame is
y(n) = aPaly(n — 1)] + €gec(n} (13

And the difference image is
E(n) =y(n} — z(n)

Pplyin — 1)] + egec(n) — z{n)
aPyly(n — 1] + e(n) + de(n) + de{n) — 2:(n)
= aPply(n—1) —24(n — 1)) + e(n) + dg(n)
de(n) + Py [zq(n — 1)] - z(n)
aPyly(n — 1) — z¢(n — 1)] + dg(n) + de(n)
= abPpyln ~ 1) —z{n—1) — dy(n— 1)] + dy(n) + d.(n)
= alPple(n—1)] —aPaldy(n — 1))+ dy(n) +de(n) (14)

+

Continuing this procedure recursively, we have -

e(n) = o Ui Pife(0) — d,(0) — do{0)]
+ ni ak U?:[) Pn—i[dc('”l - k)] + dq(n) (15)
k=0

where U_n P; = P [Poit [ [Pa [T

Since the 0-th frame is an INTRA frame, its difference image
is not dependent on any previous frames, ie., £(0) = d4(0) +
d.(0). Hence, we can decouple the difference image as

£(n) = g:(n) + g4(n) ‘ (16)

where £.(n) is the distortion due to channel erros and g4(n) is
distortion due to quantization errors, i.e.,

n—1
Z o Uf:() Pn—:‘[d-:(n - k)} (7

k=0
gq{n) = dy(n) (18)

Suppose the channel error and quantization crvor are uncorrelated,

[e(n), e(n)] = [gq(n), ea(nm)] +

We note Lhat the motion compensation operation P is a relocation
of the pixels inside a frame, we can assume /%, does not change
the inner product of two images, i.e.,

(do(n), do(n)] = {Pulde(n)], Palde(n)]] 20

Ec(n) =

[ee(n),ea(n)] (19

Hence

[ge(n); ea{n)]

w—1 n—1

= Za de(n — k), Za def{n — &)

= [Z o (egge(n — k) — eneln — kY),

.—-.—

».4

n—1

L(edec (T" - I'") - ecnc(n - k’))]

M

k=1
n—1
= & [edselnt — k), eges{n — £)]
k=0
n—1
+3 0 [eenc(n — k), €enc(n — k)]
k=0
n-1
-2 2 o fegec(n — k), eencl(nt — )
k=0

= ( [edec(n)x Edec (ﬂ)] + [eznc(n), eeﬂc(ﬂ)]

-2 [eenc(m), egec(M)]) -

e (@-1) @

where (a) = lif a = 0, otherwise (o) = 0. The third equality
of (21) comes from the observation that the i — th and j — th
residual frames are uncorrelated if ¢ # #; and the fourth equality
follows the assumption that the residual frames in a video sequence
are stationary, i.e., * [e{n — k),e(n — k)] = [e(n), e(n)], Vk.

On the other hand, the quantization distortion can be repre-
sented by [13]

[eg(n)gq(n)] = [dq(n), dg(n)] = 52

where £2 is a constant depending on the quantization mechanism
and also the video sequence characteristics. And

2n) = |z(n) ~ ad(n — 1), z(n) — ai{n — 1)]
= [(p—)E(n—1) +w(n), (p - 0)d(n - 1) + w(r)]
= {(p-a)’+(1-p")] [E(n) &(n)] (23)

where [wln),w(n)| = (1 — p*) [#(n),Z(n)] follows from (4)
and the stationarity assumption of the sequence. With (19) to (23),

D(m) = Elp-a) +(1-p")] [En).2m)27*" +
[e(iec(n) ed’ec(n)] + [eenc(ﬂ) "Jenc(”)} - {24)

2 [eenc(n), edec(n)])( (1 - {@-1)+n (a—-1}}

P2 22

2080



this is the closed-form expression of the rate-distortion function
for motion prediction with drift.
Up to this point, the analysis is done in the pixel domain,

where the quantization noise and channel errors are assumed (o

be added directly to each pixel. However, in most video coding
frameworks the residual image is first transformed before quanti-
zation and channel transmission. Qur analysis may raise a concern
of extending our resuits into the ransform domain. Since most
transforms used in practical coding frameworks can be approxi-
mated with orthogonal transforms, which are variance preserving,
we can use the analysis developed in the pixel domain for the trans-
form domain.

3. EXAMPLES

3.1. Error Free Channel

We first look at (he simplest case where there is no channel error,
edec(n) = Ccﬂc(”) (25)
D(n) =E(p—a)* + (1 - p°)| [#(n),5m27""  (26)
Use Lagrangian optimization on (26)
aD{n)
duo
which is consistent with linear prediction theory.

=0= Qopt = P (27)

3.2. Random Bit Error P,

We now consider another casc where the channel is no longer free
of error. Instead, it has random bit errors with bit error rate(BER)
of P, which is a common model for wireless channels.

Let Eonc(n) = Tleenc{n)] and Egec(n) = Tlegec(n)] be
the transform coefficients. Assumne that each transform coefficient
Bencli, §,n) it Eene(n) and Eyeo(i, j,n) in Egee{n) are repre-
sented with B(3, , n) bits respectively, and

M-1N-1

MNZZBH, = (28)

=0 j=0

where R is the average bit budget. Then

B(i,jm)

V{i,5,m) Y Benc(iim, k)25 (29)
k=1

Lencli, jon) =

where V{1, 7,n) represents the range of transform coefficients at
the same frequency and Eenc (i, 7,7, k) is the k-th bit in the binary
representation of Eeno(i, 7, ). Similarly,

B(i,jn)
> Eueli,gim, k)27 (30)
k=1
We now assume that the probability that {4, 5, n, k) takes positive
or negative ones are equal. Hence the autocorrelation for (i, 7, n)
is

Edec('i,js n) - V(i>j,n

11— 2“2B(i,j,n)

D
3 Vi3, ,n) (B1)

(Eencli, 7,m), Eenc(i, §,7)] =

Since the bit error is random,

[Edec(iv js T-‘.), EdeC(iv jl n)] (32)
1— 2—25(2',_;5,71)

= - RV

TS

[Eenc(":;j: "’): Eem’.' (i, j: ’Il)] -
1-— Z—QB(i,j,‘n.)
3
Although more sophisticated models, such as a Laplacian model,

can be used for the transform coefficients, we assume that the
transform coefficients are uniformly distributed, then

[Edcc(irja n)r Egee (iaj! n)]

PV, 5,m) (33)

L s = i@gi_l) (34)

With (34)
[Beneli, o1}, Bancli, i, 1) = [Baee (i, ,1), Beneld, 3, 1)]
= Pl =270 35)

We then sum over all transform coefficients

[Eem.' (”) Y D (71)] - IEdec (71)7 bjcnc (1’1)}
AM-1N-1

2.2, hl

i=0 =0

—27BEIMY L am (36)

A classical method for bit allocation of quantized coefficient
under an average rate constraint R is given in [11] using the high
resolution quantization approximations. The optimal bit allocation

2
1 Yeane {50
Bli,j,n) = R+ 5 log, ——-—Fp§ 2 (37)
where M—1N-1
1
= Il Eenewsm)™ (38)

i=0 j=1
is the geometric mean of the variance of the random variables.
Substitute (37) into (36) and use the variance preserving property,

p Moo M-1N-1
= MN Z Z eenc(ifn) = N Z Z Eenc{i,jgn)
=0 j3=0 =0 3=0 .
3%
we have
[Fenc(n), Eenc{n)] —  [Edec(n), Egec(n)]
= P I1-2"Y (40)

where r is the ratio of geometric mean to the arithmetic mean for
the residual image variance, which is defined as

(HM ! H 25,:,.C (7;7.7'1'”))F1’v

M-T~~N—-1 P
A[N(Zi:() F=0 :1‘::‘,“‘:(3,.?,”))

It is well-known that this ratio is always equal to or less than 1.
Hence with (24) and (40)

Dn) = [&Bn ﬂ)](

(1—2%R) 1 ¢ 2'2R((p - a) A= @

41)

(a —2ap+ 1) B,

Use Lagrangian optimization on (42)
&D(n)
o

We now show several simulation results based on this analysis.
For the sake of simplicity, £ = 1 and r = 0.90. We notice in our
simulations that although r should actually be calculated from the
residual frames, the selection of r does not affect the results very
much because it is weighted by 2725,

=0 (43)
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Fig. L. Distortion rate function when P, = 0.20.
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Fig. 2. Distortion D vs. prediction cocfficient o when R = 0.25
bit per pixel, p = 0.90 and P, varies.

The D(R) function is shown in Fig. 1. Here we use the cor-

relation coefficient p as the leaky prediction parameter, p = .
* As we can seg, in presence of channel errors, the increase in data
rate does not necessarily reduce the distortion, in particular, for
video sequences with high inter frame correlation. Fig. 2 shows
the results of distortion with different leaky prediction parame-
ters. The optimal « that minimizes the distortion deviates from
the correlation coefficient g with the increase in channel errors.
The optimal leaky prediction coefficients corresponding to Py =
0,0.05,0.15,0.30 are & = 0.90, 0.85, 0.81, 0.78 respectively and
were obtained from {42) The relationship between o and P, is
given in Fig. 3. The curves in Fig. 3 show that  deviates from the
correlation coefficient in a similar way with the increase of channel
error.

4. CONCLUSIONS

In this paper, we presented a statistical analysis of leaky motion
prediction in the presence of channel errors. Another important
problem in leaky motion prediction is the selection of the base
layer data rate. Currently we are investigating a generalized anal-
ysis to include the base layer rate in the rate distortion function.
We are also examining other channel error patierns, in particular
bit-plane coding with packet loss channels.
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