2004 International Conference on Image Processing (ICIP)

RATE DISTORTION ANALYSIS OF LEAKY PREDICTION LAYERED VIDEO CODING
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ABSTRACT

Unlike conventional layered scalable video coding, leaky predic-
tion layered video coding (LPLC) introduces a leaky factor ov,
which takes on values in the range between 0 and 1, to partially
include the enhancement layer in the motion compensation loop,
hence obtaining a trade-off between coding efficiency and error
resilience performance. [n this paper. we use quantization noise
modeling to theoretically analyze the rate distortion performance
of LPLC. Analternative block diagram of LPLC is first developed.,
which significantly simplifies the theoretical analysis. Closed form
expressions, as a function of the leaky factor, are derived for two
scenarios, where drifi error occurs in the enhancement layer and
no drift occurs within the motion compensation loop. Theoretical
results are evaluated with respect to the leaky factor, showing that
a leaky factor of 0.4-0.6 is a good choice in terms of the overall
rate distortion performance of LPLC.

1. INTRODUCTION

Due to the potential incompleteness or loss of the enhancement
layer, traditional layered coding usually does not incorporate the
enhancement layer in motion compensated prediction (MCP). This
is done to prevent drift at the decoder. Leaky prediction layered
video coding (LPLC) allows part of the enhancement layer to be
used in the MCP to improve the coding efficiency while maintain-
ing graceful-error resilience performance [1]. The enhancement

layer is allowed to “leak’ or be partially used by the MCP. The -

amount of leak is controlled by a leaky factor between 0 and 1.
Theoretical analysis of MCP based video coding which was de-
rived from rate distortion theory was presented in {2]. In [3], rate
distortion analysis of non-scalable video coding using leaky pre-
diction was discussed by modeling the video signal as a first-order
Markov model. The rate distortion analysis of traditional layered
video coding is described in [4] and [5], and the rate distortion
analysis of LPLC is addressed in {6]. In this paper, we present
a different approach to analyze the rate distortion performance of
LPLC by using quantization noise modeling proposed in [7].

2. LEAKY PREDICTION LAYERED VIDEO CODING

As shown in Fig. 1, unlike conventional layered coding struc-
ture, LPLC introduces a second MCP step in the enhancement

This work was supported by a grant from the Indiana 21st Century
Research and Technology Fund and by a grani for the Secretaria de Estado
de Educacidn y Universidades of the Spanish Government. Address all
correspondence to E. J. Delp at ace@ecn.purdue.edu.

0-7803-8554-3/04/$20.00 ©2004 TEEE.

Universidad Politécnica de Valencia
WValencia 46071, SPAIN

*Department of ECE
[ndiana University-Purdue University Indianapolis
[ndianapolis, IN 46202, USA

Qo) g
5.(2) V N, {2 Ty el
s{a) > “xE () siq)
‘\f’ EJ(qx) djT S >
X 5,(2) A

Fig. 1. Block diagram of LPLC

layer using the same motion vectors as the base layer, and buffers
as. (1) — s3(2)) + $,(t) as the reference for the encoding of
the video frame at time £ + ¢ Equivalently, a linear combi-
nation of the two reconstructed frames {s.} and {s}}, namely
asL{t) + (1 — a)sy(£), is utilized as the reference. We define
the mismatch signal, {1}, as the difference between the MCP er-
ror signal in the enhancement layer, {e.}. and the encoded MCP
error signal in the base layer, {e,}. {#} is coded and carried by
the enhancement layer.

In Fig. 1, we use the optimum forward channel 1o model the
encoding process of a 2D image signal {8]. Using this model, a
2D image is encoded at the rate distortion bound if the 2D image

- is assumed to be a Gaussidn stationary random signal. H,(£2)!
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is a 3D filter combining both motion compensation operation and
spatial filtering for the MCP step in (he base layer, while H.({))
is for the enhancement layer (€2 £ {w,, wy,w) & ( ,we) (21 It
is shown in [2] that the optimal spatial filter can be approximated
by Fum( )=P*( }, where P( ) denotes the characteristic func-
tion of the estimated motion vector error (Ady, Ady,). Hence if
the same spatial filter, namely F'( }, is used, the 3D filters in both
layers become identical and will be referred to as H(S}) hereafter.
Let &,() = ep(f) ~ e4(t), the residue signal between the MCP
error signal in the base layer and ils quantized version. It can be
shown that the mismatch signal {+'} as a function of {é,} and
{n.} has exactly the same formulation as that of {e,} as a func-
tion of {s} and {ns}, except that aH(§1) serves as the 3D filter
[6]. Thus, we obtain an alternative diagram for LPLC as in Fig. 2,
which is more amenable to our theoretical analysis.

!Strictly speaking, the Fourier transform of a random signal does not
exist. We use this concept for the sake of simpler notation. Note that this

does not affect the final theoretical results,
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Fig. 2. Allemative block diagram of LPLC

3. RATE DISTORTION ANALYSIS OF LPLC

3.1. Quantization Noise Modeling for 2D Image Coding

Given a 2D image {s}. we model the quantization noise {¢} as an
additive independent signal whose variance is

oy =i, )

where &7 denotes the variance of the original signal, £ denotes the
patameler related to the 21 image coding efficiency, and R, is the
data rate in unit of bits/pixel used to encode {s} {7].

3.2. Rate Distortion Analysis of LPLC Using Quantization
Noise Modeling .

Here we use the quantization noise model given by (1) for the 2D
image coding. This is different than the optimum forward channe!
model we used in [6]. We specify three types of data rates: the data
rate used by the base layer, Ry, the minimum data rate used by both
layers, Re min, and the maximum data rate used by both layers,
R max, which satisfy Ry < Re min < Re,max. We define an MCP
rate as the data rate that is incorporated in the MCP step. Thus Ry
is the MCP rate in the base layer, and (R min — Fb) the MCP rate
in the enhancement layer. Two scenarios are considered: with and
without drift in the enhancement layer. We assume no drift in the
base layer for both scenarios. If the decoded data rate is denoted
as R ge.. the above two scenarios correspond to the circumstances
where RbSRé,m < Re min and Re,minSRi,{jecSRe,max respec-
tively.

3.2.1. The Rate Distortion Function for the Buase Layer

The block diagram of LPLC without drift is shown in Fig. 3. We
have e}, = ep + g5, where {q;,} denotes the quantization noise in
the base layer with variance as

2 2 5—BR
Tg = 05,27, (@)

where o, denotes the variance of {e,}. Let ®.,., ( ) denote the
2D power spectral density (PSD) of {ep}. Similar to [2], we derive

e () = @ua( ) [1= (P IP( )} + IF( )]
4, (IFC P, &)

where ®,5( ) and 4,4, () denote the 2D PSD of {s} and {gs}
respectively, and Re{ } denotes the real part of a complex func-
tion. If all the quantization noise is assumed to be while, we have
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Fig. 3. Block diagram of LPLC for the EL without drilt
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From Fig. 3, the reconstruction error of the base layer is rp =
s — s = £, — ey = g5, Hence the distortion of the base layer in
the mean sguare error (MSE) sense is

Dy(Ry) =Var{r} = ogh = ﬁ L g, (8)

The signal-to-noise-ratio (SNR) of the base layer in dB is
o2
SNRy(Rs) = 10log,, (G—;) . 9)
b .

3.2.2. The Rate Distortion Function for the Enhancement Layer

Scenario I: The enhancement layer of LPLC is decoded above the
MCP rate, namely Re wmin SR;decSRe,max-

As shown in Fig. 3, the enhancement layer in LPLC encodes
{&s}, where &, = s-- s}, = ep—e¢j, = —qp. The mismatch signal is
1 = &, — &, which is quantized to {¢"}, where 1" = ¥ + ge.min.
{ge,min } denotes the quantization noise in the enhancement layer
within the MCP loop, whose variance is

gc,min — gbe—ﬁ(ﬂg,min—Rb), (10
where o3 denotes the variance of {t}. Similar to (3), we derive
the 2D PSD of the mismatch signal as

Dyu( ) = Puql ) [1—2aRe{F( )P( )} +a®|F( )%
+a2q)q=.minqe_.min( NF( )|2v ()
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and assume the PSD of {q. wmin} a5 ©q, e min () = Tou i
Thus .
O,;b(l — 20 gp o 1)

0‘2” - 1 = 9= 8{Hemin—Hy) 2 I ' (12)
and ., _ )
feonin = Ujf;((;_z — tZz ’; ) (13)
where a2, is obtained by (5), 7 by (7), and
é Re{F YP{ )Y (14)

At the encoder in Fig. 3, {€,} is reconstructed as {£}}. At the
decoder, since no drift oceurs in the enhancement layer, an iden-
tical MCP step is included and hence the same MCP signal {&,}
attained.  To reconstruet {&}, however, a different quantization
procedure might be used, where the quantization noise is {e., de }
with variance as

a2 (D)

b d
e e =032

BRL yoc— R3) (15)

where U:,j, is given by (12). Note that or;;'emm

5(73““““ since
Ri'MZRg,...jl.. This results in a second quantized version of the
mismatch signal, ¥ = 9+ e gee. and {€;} is reconstucted as
é ="+ eb Tht decoded video signal from both layers is then
oblamed as b, = sp, + €.

The reconstruction error of the enhancemenl layer is 1 =
se—s = (sh—sp)+(sp—8) = & +rp. Since &) —&, = ¢ —7p =
Ge,decs W have 7, = €y 4 Qudec + 76 = — b + e dec T G5 = (e dec
Hence the distortion of the enhancement layer in the MSE sense,
as a function of the three types of data rates we specified, is

D2(Ry, Remin, Rlae) = Var {rl} = o} 2027

L= 20 gp 0% 5 o Bl i)
= PR R g ;0 Dy(Rs). (16)

The SNR of the enhancement layer in dB then is

‘ 2
SNR!(Rs, Reymins Bl ge) = 10logyy [ —2= ). (17)
ag( )

Scenario II: The enhancement layer of LPLC is decoded be-
low the MCP rate, namely Ry <R dcc < Re min-

As shown in Fig. 4, since drlfl occurs to the enhancement
layer, the signal applied to the MCP loop at the decoder is no
longer the same as that at the encoder. The reconstmction er-
ror of the enhancement layer is rif = o) — 5 = &y + .
We have €, = ¥"'+hT = —gs + Ge,min + Age gec*h], Where
AGe, doe2 qg,dec Je,min. {*} denotes the convolution operation,
and h§ is the inverse Fourier transform of HS() £ 1/(1 —
aH (£0)). Thus we have 1T = g, nin + AgeaeerhS.

Under the assumptions that uniform embedded quantization
operalions are used in the enhancement layer, and drift occurs as a
result of the truncation to the bitstream of the enhancement layer,
the while signals {g., min} and {Age qec } are approximately uncor-
related with each other, and the variance of {Ag. e} is approxi-
mately as

2 2 (1D 2

aA?a,dac = O-Q'c.dec - U‘Zc.min’ . (18)
where an el g
2 I 5- —
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Fig. 4. Block diagram of LPLC for the EI. with drift

Using the results in [4] and [6], we have Var {1 } as

T+ e (55 [ 2]
T emmin T T2 1 (4_2/./;\ md )

a 2 2 @
= Cgmin T 7B g d- {20)

s Q)\ ,m)

Hence, the distortion of the enhancement layer in the MSE sense,
as a function of the three types of data rates we specified, is

Ii I
De (Rb,Re,min,ngdec
— NF 2 2 as 2
= Var { } = Tmin T Togge 4=

1— 2¢r fpt o’ !
2B(Re min—Rs) _ 2

(1)

f
_plI a
(1 + {QB(Rc,mm Re,d.at) —- 1) d) Db(Rb) (21)

The SNR of the enhancement layer in dB then is

2
SNRY (Ry, Ra,min, RiTuc) = 101ogyo [ —2—) . (22)
g2
4. RATE DISTORTION PERFORMANCE EVALUATION
OF LPLC

Similar to [2] and [4], we model the 2D PSD of the input video
signal ®.,( ) as

ir wl o -
Dl )= EE(I‘L_u%_y) lwzl< for, |yl < foy

0 otherwise
(23)
where fsr and f,, denote the sampling frequencies when {s} is
spatially sampled at the Nyquist rate, and wy = T“"“Tﬂg = 46f . We
model the chamacteristic function of the estimated motion vector
error as

P =y

P( ):GXP -_‘gd =exp - 2 a:'Jf‘“y) , (24
where o4, denoles the variance of the estimated motion vector
error. We chose a4, = 0.04/ f%.. As shown in Fig. 5, we eval-
uale the rale distortion performance of LPLC with respect 1o the
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Fig. 5. Evaluation of rate distortion performance of [LPLC

leaky factor o according to (he closed forms we derived for the
two scenarios of LPLC in Section 3.2. Nole that in both (16) and
(21), we chose F( ) to be the optimal spatial filler Fop( ). ie.,
P()=#"( ). -

Results of Scenario [ for LPLC are shown in solid tines in
Fig. 5, where the enhancement layer (denoted as EL in the figure)
does not suffer from drift in LPLC. From (16) and (17). we notice
that When Ry and R nin as well as the leaky factor are fixed,
SNR lmeJrIy increases with RE dece We then let Rﬂ dee = e min
in(16),i.e., & = &, and vary R, o between R and Re ax, 05
described by the solid lines in Fig. 5. We derive the ophrml leaky
factor to minimize 1] as f()]lows

THI- V1P —dy
op = (2f S (25)

where v = 2°(Ze.min =8 Note that o is @ function of the MCP
rate in the enhancement layer, namely Re min — R, When B min
is sufficiently large, LPLC achieves better performance in the rate
distortion sense with increasing leaky factor. A larger leaky factor
resulls in a better decoded quality at the same data rate. For ex-
ample, when R, mi, = 5 bits/pixel, SNR] obtains a gain of 3dB
by increasing o from O to 0.4, or from 0.4 to 0.9. It is interest-
ing to notice that when the enhancement layer MCP rate is small,
Qo Will be far smaller than 1, implying that a larger leaky factor
might yield a less efficient codec, especially when the leaky factor
is close to 1. We believe this conforms with the operational results
we presented in [9].

Results of Scenario Il for LPLC are shown by dotted lines in
Fig. 5, where the enhancement layer suffers from data rate trun-
cation. We fix Re min = 4.0 while vary Réfdw between Rp and
R. min according to (21) and (22). It is observed that larger leaky
factors yield a larger drop in the rate distortion performance when
dnift occurs in the enhancement layer, which conforms well with
the published operational results. In our closed form expressions,
the term 4 in (21) stands for the effect of error propagation when
drift occurs. When « approaches 1, we have § >> 1. Since
Rl < Repin the term (2%Femin—Rila) _ 1y & in 21)
greally amplifies the distortion with larger leaky factors.

We also evaluated our closed-form expressions with different
choices for the parameter J and the three data rates. We varied 5

between 0.8 and 1.5 as suggested in [7], and the base layer data
rate Fiy between 0.05 and 1.0. These rate distortion curves present
similar performance as in Fig. 5. We observe that a leaky factor of
0.4-0.6 is a good choice in balancing error resilicnce performance
and coding efficiency for LPLC.

5. CONCLUSIONS

In this paper, we derived the rte distortion functions for LPLC
in closed form, using an altemative block diagram of LPLC and a
quantization noise model. Two scenarios are considered, where the
enhancement Jayer stays intact at the decoder or suffers from efror
drift. The theoretical analysis demonstrates that the rate distortion
performance of LPLC is closely telated to the choice of the leaky
factor, which agrees with the operational resnits published in the
literature. A leaky factor between 0.4 and 0.6 is shown 1o be a
good choice.
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