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Abstract

Privacy preservation in a peer-to-peer system tries to hide the
association between the identity of a participant and the data that
it is interested in. We propose a trust-based privacy preservation
method for peer-to-peer data sharing. It adopts the trust relation
between a peer and its collaborators (buddies). The buddy works
as a proxy to send the request and acquire the data. This provides
a shield under which the identity of the requester and the accessed
data cannot be linked. A privacy measuring method is presented
to evaluate the proposed mechanism. Dynamic trust assessment
and the enhancement to supplier’s privacy are discussed.

1 Introduction

Privacy is information about identifiable persons. In peer-to-peer
multimedia streaming systems, it includes identity of peers, con-
tent, and interests. Due to security concerns and a need to protect
from overload, the requesters and the suppliers keep a certain level
of privacy. The increasing amount of data sharing and collabora-
tion calls for privacy-preserving mechanisms. Existing research
efforts have studied the anonymous communication problem by
hiding the identity of the subject in a group of participants. The
proposed schemes ensure that the source of a communication is
unknown, but the participants may know the content. In a reg-
ulated peer-to-peer community where peer identities are known,
the privacy is preserved if a peer’s interest in some specific data is
not revealed. However, if a peer will serve as a supplier for these
data after receiving them, privacy is considered to be violated. We
investigate the privacy preservation problem by removing the as-
sociation between the content of the communication and the iden-
tity of the source. This is different from assuring anonymity, when
identities must not be revealed. Somebody may know the source
while others may know the content, but nobody knows both. The
approaches will use trusted proxies to protect privacy in a dynamic
communication environment.

Earlier research introduces trust [1, 2, 3, 4] into the privacy-
preservation mechanisms. Every peer in the community estab-
lishes trust relationships with some other peers (‘buddies’). The
buddies work as ‘proxies’ during data requesting and streaming.
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A requester can ask one of its buddies to send out a request on its
behalf. Data is streamed from the suppliers to the buddy, and then
forwarded to the requester as shown in figure 1. The buddy can
also become a supplier in any subsequent session, thus masking
the identity of the requester. The privacy of a requester is there-
fore preserved based on its trust in its buddies.
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Figure 1: Trust-based privacy preservation

An implementation that adopts static buddy relationships
among peers is not adaptable. The requirement for a fully trust-
worthy buddy limits the number of proxies that a peer can have. It
jeopardizes the efforts to hide the requester.

To preserve privacy in a dynamic environment while using trust-
based approaches, the following research questions need investi-
gation: How to establish trusted buddy relationships among peers?
How to dynamically adjust the trustworthiness of a buddy based
on its behavior? How to measure the level of privacy that a spe-



cific approach can achieve? What are the tradeoffs for achieving
a certain level of privacy in a peer-to-peer system? How do data
sharing and re-distribution policies impact the privacy of a peer?
How can the privacy of suppliers be protected? Answers to these
questions will provide guidelines for the design of privacy pre-
serving mechanisms for many distributed systems.

Proxies have been applied to handle request-supply relation-
ship in the systems such as Role Based Access Control (RBAC)
[5, 6]. Special advantages have been brought to P2P systems by
the adoption of proxies. First, different from the privacy preser-
vation methods using k-anonymity, the approach that uses proxies
avoids the broadcast or multicast of the contents in the networks,
which will save the prestigious bandwidth in pervasive systems.
Second, various research has shown that either pre-established or
post-established trust relationship exists in the P2P systems [7, 8].
Using proxy takes advantage of such relationship to improve the
safety of the system. Third, the highly dynamic membership in
the P2P systems makes the ‘buddies’ volatile, which reduces the
probability that a malicious node identifies an user by its proxies.

The remainder of this paper is organized as follows: In section
2, we review the previous work. Section 3 presents the privacy
measuring mechanism. In section 4, the details of the trust-based
privacy preservation methods are described. Section 5 and 6 dis-
cuss the problems of dynamic trust and experimental studies. Sec-
tion 7 concludes the paper.

2 Related work

As the amount and variety of data containing user-specific infor-
mation grows, hiding the suppliers and requesters of data leads to
research problems in privacy preservation and anonymity. The ex-
isting approaches provide a background for the proposed research.

If the identity of the subject cannot be distinguished from the
other k − 1 subjects, a certain level of anonymity is granted by
this uncertainty. The approaches adopting this idea include the k-
anonymity [9, 10] and the solutions using multicast or broadcast
[11]. In the k-anonymity scheme, the focus is on person-specific
data, from which similar subjects can be found with limited ef-
forts. A peer-to-peer system may adopt a similar idea if interest-
based clusters can be formed. In solutions such as proxyless MRA
[11], the request or data will be sent to a multicast address and may
consume too much bandwidth.

Some approaches use fixed servers or proxies to preserve the
privacy. Publius [12] protects the identity of a publisher by distrib-
uting encrypted data and the k threshold key to a static, system-
wide list of servers. However, in a peer-to-peer system, such a
server list may not exist. Some anonymity solutions based on
trusted third party have been proposed [13]. APFS [11] has been
proposed to achieve mutual anonymity in a peer-to-peer file shar-
ing system. Some changes can be adopted so that it can be applied
to streaming sessions.

Building a multi-hop path and keeping each node aware of only
the previous hop and the next hop has also been used to achieve

privacy. The solutions include FreeNet [14, 15], Crowds [16],
Onion routing [17, 18], and the shortcut responding protocol [13].
In a peer-to-peer system, a logical neighbor can be far away in
terms of network distance. When data streams go through such
a multihop path, they may cause a sharp increase in packet loss,
delay jitter, and network congestion. These deficiencies can be
avoided if a more efficient privacy-preserving solution can be pro-
vided.

Research has been conducted on security issues and trust man-
agement in peer-to-peer systems [19, 20, 21]. These solutions can
be enhanced to provide support for streaming sessions. Results
have been done in the area of anonymity [22], location privacy
[23, 24], and cooperation among peers [25, 26] in self-organized
environments, such as ad hoc networks. They can be tailored and
applied to peer-to-peer streaming.

P 5 (Peer-to-Peer Personal Privacy Protocol) [27] provides
sender-receiver (supplier-requester) anonymity by transmitting
packets to all members of a broadcast group instead of individ-
uals. Every packet is encrypted with the receiver’s public key. P 5

achieves scalability by dividing a network into broadcast groups
of different sizes. All users are required to generate noise packets
so that the amount of traffic is constant at all times. It provides
strong anonymity at the cost of efficiency measured in terms of
bandwidth utilization. This is because an eavesdropper can not
distinguish a data packet from a noise packet.

Herbivore [28] is a peer-to-peer communication system that
provides a provable anonymity. It is built on the dining cryp-
tographer networks. Herbivore partitions the network into small
anonymizing cliques to address the scalability problem and to de-
couple the anonymization protocol from the size of the network.
It can achieve a high bandwidth and a low latency when deployed
over the Internet. The overhead of Herbivore is due to the fact that
to anonymously propagate one bit, at least 2(k − 1) bits are sent,
where k is the size of the clique. Whenever a node is sending a
packet, to achieve anonymity, all other nodes in the clique have to
send at least the same amount of data. This idea may be adjusted
for an environment where peers have limited bandwidth.

3 Privacy measurement

A tuple 〈requester ID, data handle, data content〉 is defined to de-
scribe information that a peer possesses when data is acquired.
Figure 2 is a visualization of privacy measurement. Data handle is
used to identify the requested data (e.g. file name and the segment
index). For each tuple element, ‘0’ means that the peer knows
nothing, while ‘1’ means that it knows everything. For example,
a supplier’s vector is 〈x, 1, 1〉 (x ε [0,1]) because it knows all de-
tails of the requested data. A state in which a requester’s privacy
is compromised can be represented as a vector 〈1, 1, y〉 (y ε [0,1]),
from which one can link the identity of the requester with data that
it is interested in.

An operation “*” is defined as follows: 〈a1, a2, a3〉 ∗
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Point A illustrates a state that both peer identity and data handle are known.

Point B illustrates a state that every detail of the data acquirement is known.

The privacy of the requester can be compromised.

Figure 2: Privacy measurement

〈b1, b2, b3〉 = 〈c1, c2, c3〉, where

ci =

{

max(ai, bi), ai 6= 0 and bi 6= 0;
0, otherwise.

It describes the revealed information after a collusion of two peers
when each knows a part of the “secret”. For example, a buddy can
compromise the privacy of both the supplier and the requester if it
knows every detail of a stream, that is, if its vector is 〈1, 1, 1〉. On
the other hand, if the data handle is encrypted and a buddy does
not see the plain text, it has to collude with the supplier to com-
promise the privacy of the requester. At least one “*” operation
is required. This approach has the potential of providing a higher
privacy-preservation level.

To measure privacy levels, a weighting function W () if defined.
W (〈a1, a2, a3〉) is the effort that is required for a privacy violator
to obtain this information. The most important characteristic of
W () is

W (〈c1, c2, c3〉) ≤ W (〈a1, a2, a3〉) + W (〈b1, b2, b3〉)

if 〈c1, c2, c3〉 = 〈a1, a2, a3〉 ∗ 〈b1, b2, b3〉
The privacy-preserving level provided by a solution is de-

fined as the effort required to reach a privacy compromising state
W (〈a1, a2, a3〉). Usually, 〈a1, a2, a3〉 is 〈1, 1, 1〉.

4 Trust-based privacy preservation
schemes

A series of privacy enhancing mechanisms are proposed, which
can be built into the system. These mechanisms provide increas-
ing levels of privacy at the cost of computation and communica-
tion overhead.

4.1 The idea

Protecting the identity of the requester
The mechanism to hide the identity of the requester is illustrated

in figure 3. In stead of sending the request by itself, the requester
asks one or several of its buddies to look up the data on its behalf
(step 1 and 2 in figure 3). Once the supplier is located, the buddy
will serve as a proxy to deliver the data to the requester (step 3 and
4). Other peers, including the suppliers, may know that the buddy
is requesting something, but they would not know who is really
interested in it. The requester’s privacy is protected. Since the
requester’s information is known to the buddy, its privacy solely
depends on the trustworthiness and reliability of the buddy. The
privacy level can be measured by the efforts that are needed to
comprise the buddy.

SupplierBuddy of

Requester
Requester

8
7

6

5

4
3

2

1

Figure 3: Privacy preservation through the buddy

Protecting the data handle
To improve the achieved privacy level, the data handle is not put

in the request at the very beginning. When a requester initiates its
request, it calculates the hash value of the handle and reveals only
a part of the hash result in the request sent to a buddy (step 1 and
2). Each peer receiving the request compares this revealed partial
hash to the hash codes of the data handles that it holds. Depend-
ing on the length of the revealed part, the receiving peer may find
multiple matches. This does not imply that the peer has the re-
quested data. Thus this peer will provide a candidate set, along
with a certificate of its public key, to the requester. If the matched
set is not empty, the peer will construct a Bloom filter [29] based
on the left parts of the matched hash codes, and send it back to the
buddy. The buddy forwards it back to the requester (step 3 and 4).
Examining the filters, the requester can eliminate from the candi-



date supplier list all peers that do not have the required data. It
then encrypts the complete request with the supplier’s public key
and gets the requested data with the help from its buddy (step 5, 6,
7, and 8). Through adjusting the length of the revealed hash code,
the requester can control the number of eliminated peers. The pri-
vacy level has been improved since the malicious nodes need to
both compromise the buddy and break the bloom filter and hash
function.

This mechanism has two advantages: (a) It is difficult to in-
fer a data handle from a partial hash result, unless an adversary
conducts a brute force attack on all existing data handles. (b) For
the peers that have the required data, the requester can adjust the
length of the revealed hash code to partially hide what it wants.
False hits are possible when a peer does not have data but the
Bloom filter shows that it might have it. The allowable error of
this mechanism can be determined [29].

Hiding the data content
Although the privacy-preservation level has been improved dur-

ing the look up phase using the previous schemes, the privacy
of the requester is still vulnerable if the buddy can see the data
content when it relays the packets for the requester. To improve
privacy assurance and prevent eavesdropping, we can encrypt the
data handle and the data content. If the identity of the supplier is
known to the requester, it can encrypt the request using the sup-
plier’s public key. The public key of the requester cannot be used
because the certificate will reveal its identity.

The solution works as follows: The requester generates a sym-
metric key and encrypts it using a supplier’s public key. Only
the supplier can recover the key and use it to encrypt data. Thus
the data transmission in step 5, 6, 7, and 8 is protected by encryp-
tion. To prevent a buddy of the requester from conducting man-in-
the-middle attacks, the buddy is required to sign the packet. This
provides a non-repudiation evidence, and shows that the packet is
not generated by the buddy itself. The privacy level has been im-
proved since now the malicious nodes need to break the encryption
keys as well.

4.2 Enhancement

The above scheme prevents a single peer from obtaining the entire
information about a data sharing request. However, if the buddy
of the requester knows who the supplier is, it can collude with
the supplier to reveal the interest of the requester. The fact that
this supplier has this data will also be revealed, thus the supplier’s
privacy is violated.

To address these problems, the proposed mechanism can be im-
proved by having the supplier respond to a request via its own
buddies as shown in figure 4. The buddy of the supplier cannot
violate the privacy of the supplier, because the request is protected
by the hash function and bloom filter and the data is protected by
the end-to-end encryption.

The adoption of buddies to protect privacy may increase the
communication overhead in a peer-to-peer network, because the

SupplierRequester Buddy of requester Buddy of supplier

Figure 4: Enhancement

requester and supplier may be close to each other while the bud-
dies are far away. The impacts can be studied through simulation.

5 Trustworthiness of peers

A model has been built to assess the trustworthiness of a buddy
based on its behaviors and other peers’ recommendations. The
peer’s behaviors, such as keeping a secret while being a proxy,
forwarding requests in a timely fashion, buffering data to improve
streaming-capacity, etc., are all parameters that together affect
the trustworthiness metric. Communication principles, such as
Kalman filtering [30], are applied to build a trust model as a mul-
tivariate, time-varying state vector that utilizes past information
to predict future performance. Using this model, the trust in the
buddies can be dynamically updated with each fulfilled request.

In the computational trust model, the notion of trusting belief,
disposition to trust, and context are represented. Trusting belief is
a truster’s belief in a trustee’s competence or integrity. A trusting
belief consists of the belief value and predictability, which are real
numbers ranging over [0, 1]. Predictability characterizes the good-
ness of the belief. Disposition to trust is represented as a truster’s
profiles that consist of prior trusting beliefs and three types of be-
lief formation policies: method preference policies, imprecision
handling, and uncertainty handling policies. Two functions are
defined to relate contexts so that trusting belief can be built using
cross-context information. The details of the model can be found



in [31]
The assessment of the trustworthiness is based on our current

research on trust formalization. This research investigates how to
collect information from other peers [32], and how trust in their
recommendations affects the trustworthiness of a buddy in differ-
ent privacy related schemes.

6 Experimental study

To conduct extended evaluation on the scalability of the proposed
mechanism, a large-scale prototype has been developed. It has
been observed that the data distribution capability of the system is
dependent on the “buddy” relation among peers. Especially, it is
possible that even with a large peer population, the overall capac-
ity is low because of the lack of buddy relations in the system. It is
also possible that a small set of highly “friendly” peers (i.e. bud-
dies of many peers) might become overloaded because they are
involved in too many data sharing sessions. By performing ex-
periments in a large scale network, more insights can be obtained
about the limitations and the bounds of peer-to-peer data sharing
capacity under various levels of privacy requirements.

Experiments are conducted to determine the values of the pa-
rameters in the trustworthiness assessment algorithm, and to eval-
uate the overheads of different combinations of privacy enhanc-
ing mechanisms. Prototypes for trust-enhanced role assignment
(TERA) [33] and other supporting software products are being de-
veloped. We briefly outline one experiment.

Purpose: The trustworthiness value of a buddy, as viewed by a
requester, is impacted by both direct experiences of the requester,
and the recommendations made by other peers. The purpose of
this experiment is to determine the values of the parameters in the
trustworthiness assessment algorithm.

Input parameters: Evidence obtained by requester via direct
experience in dealing with its buddy, the recommendations for the
buddy from other peers, the trust values for the recommenders
maintained by the requester, and the history of the trust values for
the buddy.

Output parameters: Direct experiences are considered in a
fading manner. Output parameters include the length of the re-
membered history, and the fading factor value. Another output
result is the mapping function between trust values for the recom-
menders and a weight of each recommendation.

Method: The largest change in the trust value that can be
caused by a recommendation is predetermined by the peers. The
fading speed and the mapping function are calculated recursively.
The parameters are determined by the least square error method.
When the difference between the predicted trust value and the ob-
served value exceeds a threshold, the algorithm will change the
values of the parameters. This makes the algorithm adaptable to
the changes in peer’s behavior patterns.

Analysis and observation: We consider the trustworthiness
requirement as an independent variable, and the procedure to de-
termine the parameters as a cost function. We will identify how

the costs are affected by the dynamics of trust values. Observa-
tions will also help to explore the robustness of the trust and pri-
vacy mechanisms against false recommendations. The result will
provide the guidelines for achieving a better efficiency/accuracy
tradeoff in trustworthiness assessment.

7 Conclusion

In a peer-to-peer system in which the identities of the participants
are known, enforcing privacy is different from the traditional node
anonymity problem. In this paper, we propose a trust-based pri-
vacy preservation method for peer-to-peer data sharing. It adopts
the buddy of a peer as the proxy during the data acquirement. The
requester sends the request and gets the data through this proxy,
which makes it difficult for the eavesdropers and other peers to
explore the real interest of the node. A privacy measuring method
is presented to evaluate the proposed mechanism. As an enhance-
ment, the scheme to protect the privacy of the suppliers is also
discussed.

The immediate extensions to the proposed work focus on the
following aspects: (1) Solid analysis and experiments on large
scale networks are required to study the distribution of the bud-
dies and its impacts on data sharing. (2) A security analysis of
the proposed mechanism is required. The extensions will provide
guidelines for the improvements of the proposed method and lead
to a better privacy preservation mechanism for peer-to-peer sys-
tems.
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