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ABSTRACT

Wang, Weichao. Ph.D., Purdue University, August, 2005. Securing Wireless Network

Topology and Routing. Major Professor: Bharat Bhargava.

This dissertation investigates two research problems to protect wireless network topol-

ogy and routing: (1) designing protocols with configurable overhead to defend against

wormhole attacks; (2) designing an intruder identification mechanism to locate and isolate

the malicious nodes in distance vector routing protocols.

Previous approaches for wormhole detection in ad hoc networks assume a relationship

of trust between direct neighbors and cannot detect wormholes when the attackers are le-

gal members in the network. As a generic approach, an end-to-end mechanism is proposed

that assumes trust only between the source and the destination of a route. It integrates the

positions of nodes and loosely synchronized clocks to identify fake neighbor connections.

An information management scheme is designed to allow a mobile node to predetermine

the resources that are consumed on wormhole detection. In our experiments, the compu-

tation overhead is less than 0.28% of the CPU time for a ten-hop route. This justifies the

feasibility of the proposed mechanism.

For wormhole detection in sensor networks, we propose the first group of approaches

that do not depend on any special hardware. A normalized variable wormhole indicator

is defined based on the distortions in edge length and angles among neighboring sensors.

As a centralized approach, MDS-VOW reconstructs the network layout using inaccurate

distance measurements among sensors and identifies fake neighbor connections. As a

distributed approach, Dis-VoW allows every sensor to detect wormholes locally when the

network topology changes. The research creates a new method to solve wireless network

security problems by integrating techniques from social science, computer graphics, and

scientific visualization.
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An intruder identification mechanism is designed to locate and isolate malicious nodes

that attack the AODV protocol with false destination sequence numbers. The propagation

paths of false routes are marked through reverse labeling and the suspicious attackers are

put into blacklists to achieve isolation. The quorum voting method is adopted to reduce

false positive alarms. In our experiments, the proposed mechanism can improve the packet

delivery ratio by 30% even when there are multiple malicious nodes in the network.
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1 INTRODUCTION

1.1 Problem statement

The research problem is how to provide security protection to the network topology

and the routing procedure in a wireless network. The major challenges include dynamic

topology, decentralized control, limited resources, and the lack of information dissemina-

tion control. We investigate the problem in two network environments: (1) mobile ad hoc

networks; (2) sensor networks. As building blocks for securing wireless network topology

and routing, two sub-problems are of special interest.

1.1.1 Protecting neighbor discovery in wireless networks

Neighbor discovery procedures play an important role in wireless networks. The cur-

rent neighbors usually construct the set of candidates for next hop during the packet for-

warding. There have been approaches using neighbors to conduct distributed node behav-

ior monitoring to improve security in wireless networks. Therefore, mechanisms must be

designed to protect such procedures.

Although the adoption of encryption and authentication methods can prevent a mali-

cious node from impersonating another node during neighbor discovery, there are attacks

which cannot be prevented by such schemes. For example, since the wireless nodes use

a radio channel to send information, the attackers can eavesdrop the packets, tunnel them

to another location in the network, and retransmit them. This generates a false scenario

that the original sender is in the neighborhood of the remote location. The tunneling pro-

cedure forms a wormhole and it can be conducted by collusive, weak attackers without

compromising the secret keys.
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Wormhole attacks put severe threats to both routing protocols and some security en-

hancements. In many routing protocols, wireless nodes depend on the neighbor discovery

procedure to construct the local network topology. If the attackers tunnel the neighbor

discovery beacons through wormholes, the good nodes will get false information about

their neighbors. This may lead to the choice of a non-existent route.

When the differences in processing capability and available resources in mobile ad hoc

networks and sensor networks are considered, different mechanisms must be designed to

defend against wormhole attacks in these environments. In ad hoc networks, an end-

to-end mechanism should be developed so that it can detect wormholes along a multi-

hop path even when the relationship of trust between the intermediate nodes cannot be

assumed. In sensor networks, the proposed mechanism should not depend on any special

hardware such as synchronized clocks, positioning devices, or directional antenna so that

the deployment of the proposed mechanism will not increase the hardware cost. We plan

to study the following research problems:

• What are the different formats of the wormholes? How does the format affect the

detection capability of the mechanisms?

• How to detect wormhole attacks in ad hoc networks when only the source and the

destination of a route trust each other?

• How to manage the detection information efficiently without degrading the detection

capability?

• How to detect wormholes in a sensor network when only imprecise distance mea-

surements between neighbors are available? How to design the mechanism that is

robust to distance measurement errors?

The research will result in the following contributions:

• A classification of wormholes will establish a basis on which the detection capabil-

ities of various approaches can be identified.
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• Development of the mechanisms that can detect wormholes in ad hoc networks and

sensor networks. Design of a detection information management scheme whose

storage and computation overhead can be controlled by the wireless nodes.

• A better understanding of the impacts of wormhole attacks on the topology of wire-

less networks will be provided. The results will lead to the design of new mecha-

nisms to protect the network topology in resource restraint wireless environments.

1.1.2 Protecting distance vector routing protocols in ad hoc networks

In a self-organized environment such as an ad hoc network, the wireless nodes are

deployed in a method that they help each other to establish routes and forward packets.

Since there does not exist a pre-defined architecture, the network is vulnerable to the

attacks of false routes. The malicious nodes can attract the traffic by providing a fake

route and then drop or manipulate the data packets. With the wide adoption of distance

vector technique in the routing protocols, the fake route can appear to be shorter in hops,

shorter in delay, or with a fresher sequence number.

Being aware of the vulnerabilities, the researchers have presented various intrusion de-

tection mechanisms and security enhancements to the routing protocols. The proposed re-

search will investigate the connections between the characteristics of the routing protocols

and their vulnerabilities. The research will lead to an intruder identification mechanism

that can locate and isolate the malicious nodes. Network performance will be improved by

isolating the suspicious attackers. We plan to investigate the following research problems:

• Study the vulnerabilities of and attacks on the routing protocols, especially the dif-

ference caused by on-demand and proactive route queries.

• Investigate the efficiency and accuracy of the reverse labeling method for intruder

identification in distance vector routing protocols.

• Conduct experimental studies to investigate the detection accuracy, overhead, and

performance improvement brought by the proposed mechanism.
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The research will result in the following contributions:

• Provide a better understanding of the relationship between the properties of the ad

hoc routing protocols and their security vulnerabilities.

• Establish the evaluation criteria for the intruder identification mechanisms which

can be applied as the basis for future performance comparison.

• Propose an intruder identification protocol that can be integrated with distance vec-

tor routing protocols for ad hoc networks to improve security.

1.2 Thesis contributions

1.2.1 Defending against wormhole attacks in wireless networks

Wormhole attacks threaten the safety of ad hoc networks. We investigate the detec-

tion capability of previous approaches and find that they can only detect a subset of the

wormholes because they assume a relationship of trust between the neighboring nodes.

As a more generic approach, an end-to-end mechanism that can detect wormholes along a

multi-hop route is proposed. Only trust between the source and the destination is assumed.

The mechanism combines geographic information and loosely synchronized clocks to de-

tect anomalies in neighbor relations and node movements. To reduce the computation and

storage overhead, we present a scheme, Cell-based Open Tunnel Avoidance(COTA), to

manage the information. COTA achieves a constant space for every node on the path and

the computation overhead increases linearly to the number of detection packets. We prove

that the savings do not deteriorate the detection capability. With COTA, the mobile node

can predetermine the resources that it wants to consume on wormhole detection and con-

trol the tradeoff between the achieved security level and the overhead. The contributions

can be summarized as:

• A classification of wormholes that can be adopted to identify the detection capability

of various approaches.
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• An end-to-end wormhole detection mechanism that assumes the trust relationship

only between the source and the destination. It can detect wormholes which cannot

be discovered by previous solutions when the malicious nodes are “insiders”.

• A configurable position and movement information management scheme for wire-

less networks.

We propose two mechanisms, Multi-Dimensional Scaling-Visualization of Wormhole

(MDS-VOW) and Distributed Visualization of Wormhole (Dis-VoW), to defend against

such attacks in sensor networks. Both schemes do not require the sensors to be equipped

with any special hardware. As a centralized approach, MDS-VOW first reconstructs the

layout of the sensors using multi-dimensional scaling based on the inaccurate distance esti-

mations between the neighboring nodes. To compensate the distortions caused by distance

measurement errors, a surface smoothing scheme is adopted. MDS-VOW then detects the

wormhole by visualizing the anomalies introduced by the attack. The anomalies, which

are caused by the fake connections through the wormhole, bend the reconstructed surface

to pull the sensors that are faraway to each other. Through detecting the bending feature,

the wormhole is located and the fake connections are identified.

Dis-VoW is a distributed approach. It allows the sensors to reconstruct the local net-

work and use the distortions in edge length and angles among the neighboring sensors

to locate the fake neighbor connections. Less computation and storage is consumed and

distributed detection can be conducted when the network topology changes. The contri-

butions can be summarized as:

• MDS-VOW and Dis-VoW are the first wormhole detection mechanisms that do not

require the sensors to be equipped with any special hardware.

• Both MDS-VOW and Dis-VoW integrate the techniques from social science, com-

puter graphics, and scientific visualization to attack network security problems. This

will help to promote the inter-disciplinary research in wireless security.
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• As a distributed approach, Dis-VoW can conduct localized wormhole detection

when the network topology changes because of sensor movement.

1.2.2 Identifying attackers in distance vector routing protocols

Analysis and extended simulations have been conducted to study the vulnerabilities of

Ad hoc On-demand Distance Vector protocol (AODV) and Destination-Sequenced Dis-

tance Vector protocol (DSDV) for ad hoc networks. To defend against the false destina-

tion sequence attacks, we propose a Reverse Labeling Restriction (RLR) mechanism to

detect the false routing information and identify the malicious nodes. The propagation

trees of the false routes are reconstructed using reverse labeling and the trees have a high

probability to converge at the malicious nodes. Through ignoring the routing informa-

tion provided by the attackers, we isolate the malicious nodes and significantly improve

the network performance. The detection accuracy and overhead of RLR are investigated

through simulation. The contributions can be summarized as:

• Vulnerability analysis and security comparison between the on-demand and proac-

tive properties of the routing protocols for ad hoc networks.

• The development and evaluation of an intruder identification protocol RLR that can

defend against false destination sequence attacks by identifying and isolating mali-

cious nodes.

1.3 Thesis organization

Chapter 2 provides the background information for the research in this dissertation. It

briefly introduces the neighbor discovery procedure in wireless networks and its vulnera-

bilities. Two distance vector routing protocols, DSDV and AODV, for ad hoc networks are

described. An overview of sensor networks is presented and we focus on the features such

as the limited available resources. The network simulator ns2 and the extended module to

investigate various attacks on wireless networks are described.
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Chapter 3 investigates wormhole detection in mobile ad hoc networks. A classifica-

tion of the attacks based on the format of the wormholes is proposed. The analysis shows

that earlier approaches focus on the prevention of wormholes among neighbors that trust

each other. As a more generic approach, we present an end-to-end scheme that can detect

wormholes on a multi-hop route. Only the trust between the source and the destination is

assumed. To reduce the computation and storage overhead, we present a scheme called

cell-based open tunnel avoidance (COTA) to manage the information. We prove that the

savings do not deteriorate the detection capability. The schemes to control communica-

tion overhead are studied. The simulation and experiments on real devices show that the

proposed mechanism can be integrated with existent routing protocols in ad hoc networks.

Chapter 4 investigates wormhole detection in sensor networks. We first illustrate how

the wormholes will impact the network reconstruction using multi-dimensional scaling.

As a centralized approach, we introduce the ideas of MDS-VOW and describe its building

blocks in detail. The simulation results show that MDS-VOW has a low false alarm ratio

when the distance measurement errors are not large.

We study the wormhole detection in underwater sensor networks. Two features, the

slow signal propagation speed and node movement, are of special interest. A distributed

approach Dis-VoW is developed that can detect wormholes by visualizing the distortions

in the reconstructed local networks. Scenarios with different numbers of wormholes are

simulated and the results show that Dis-VoW can detect most of the fake connections

without introducing many false positive mistakes.

Chapter 5 compares the security properties of the AODV and DSDV protocols, es-

pecially the differences caused by on-demand and proactive route queries, by exploiting

the attacks on the protocols. It investigates the damages of false distance vector attacks

and false destination sequence attacks through simulation. The anomalous patterns of

sequence numbers that can be used to detect such attacks are then presented.

Chapter 6 investigates intruder identification in the AODV protocol. The set of criteria

to evaluate the algorithms are established. Reverse Labeling Restriction (RLR) is pro-

posed to identify and isolate the malicious nodes that attack AODV with false destination
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sequence numbers. The simulation of RLR shows that most of the innocent nodes can

identify all attackers. Isolating the malicious nodes brings a sharp increase in the packet

delivery ratio.

Chapter 7 concludes the dissertation and describes the future research directions.
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2 BACKGROUND

2.1 Neighbor discovery in wireless networks

In a wireless network, the nodes may roam over a wide area that is much larger than

the radio coverage range of a single node. At the same time, the nodes may dynamically

leave the system because of the hardware problems or the exhaustion of power. Therefore,

the set of neighbors with which a wireless node can directly communicate will change

constantly. The neighbor discovery procedure in a wireless network will help a mobile

node to maintain the list of its current radio neighbors. It provides the real time view of

the local network topology and the candidates of next hop during packet forwarding.

The beacon assisted neighbor discovery method has been adopted by many protocols.

In this scheme, a wireless node will periodically broadcast a beacon or a HELLO message

on a selected channel. The packet provides the information such as the node type and the

address. The other nodes will scan this channel and update their neighbor lists based on

the received beacons. A node will be removed from the neighbor list if the local host has

not received the beacons from it for a pre-determined period of time.

Various approaches have been proposed to improve the performance of the neighbor

discovery method in different environments. The adopted methods include using direc-

tional antennas [1], integrating it with MAC protocols [2], and improving energy effi-

ciency [3].

Since the discovered neighbors play an important role in the routing protocols and

the packet forwarding, security methods must be designed to protect the authenticity and

integrity of the beacons. For example, authentication methods can be adopted to verify

the identity of the sender. There are some attacks, such as the wormhole attack, in which

the malicious nodes only eavesdrop and retransmit the beacons to confuse the neighbor



10

discovery. In Chapter 3 and 4 we will study their impacts and design mechanisms to

defend against such attacks.

2.2 Distance vector routing protocols for ad hoc networks

2.2.1 Introduction of DSDV

DSDV is based on distance vector technology. Every node broadcasts its routing table

routinely, which enables the proactive route discovery. When one link change that may

severely impact the connectivity happens, a partial update can also be sent. To avoid the

routing loop, DSDV uses the destination sequence number to identify the freshness of the

routing information. The sequence number of a specific node is increased at every time

when it sends out the route update. The route with the largest sequence number is always

preferred. When multiple paths with the same sequence are available, the shortest one will

be selected. More details about DSDV can be found in [4].

DSDV’s desirable feature is the short delay of connections brought by proactive route

discovery. Since every node has to maintain a routing table that covers all nodes, DSDV

does not scale well to large networks. The overhead of recalculation of routes and periodi-

cal packet exchanges consume the valuable resources of energy and bandwidth. However,

the proactive mechanism sets up difficulties for the malicious nodes to conduct attacks.

This will be shown by the analysis and simulation results in Chapter 5.

2.2.2 Introduction of AODV

AODV is a reactive protocol and it is based on distance vector technology. When

the source node wants to send packets to the destination and cannot get the route from

its routing table, it will broadcast a Route Request (RREQ). The receivers may establish

the routes back to the source through the RREQ. If the receiver has an active route to

the destination, it will unicast a Route Reply (RREP). Otherwise, the RREQ will be re-

broadcast further. If a reply is sent, all nodes along that path may establish the route to the
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destination. To prevent the same request from being broadcast repeatedly, every request is

identified by a <Node ID, Broadcast ID> couple. The mobile nodes send out the Route

Error (RERR) packets to report broken paths.

To avoid routing loop and to identify the freshness of the route, destination sequence

number is introduced. The sequence of a mobile node is increased at every time that it

sends RREQ or RREP. The sequence in RREP must be larger than or equal to the one

carried in corresponding RREQ. The path with the largest destination sequence number is

always preferred. If several paths have the same sequence, the shortest one will be chosen.

More details about AODV can be found in [5].

AODV’s desirable features are its low byte overhead and loop free routing. But the

on-demand route query usually brings a longer delay for the first few packets. The gen-

uineness of the destination sequence and distance vector leaves vulnerabilities to attackers.

These deficiencies introduce the attacks that will compromise the network.

2.3 Sensor networks

A wireless sensor network consists of a large number of low cost, small, and smart

computing devices. The sensors usually act autonomously and communicate with each

other through a short range radio channel. Both static and movable sensor networks have

been deployed to achieve distributed monitoring of various environments, real time infor-

mation collection and integration, and the exploitation of unknown areas.

A sensor usually has weak processing capability, limited storage space, narrow band-

width, and restricted power. Therefore, the research has been focusing on how to use these

resources efficiently and effectively. Since the processing capability of an individual sen-

sor is relatively weak, our research in sensor networks focuses on designing new protocols

to enforce security through integrating the information from the large number of entities.

The proposed mechanisms do not depend on any special hardware.
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2.4 Simulation environment

We have conducted extended simulation using ns2 [6] during our investigation to study

the performance and robustness of the proposed mechanisms. ns2 is an event driven net-

work simulator that has been widely adopted by the network researchers. In our simula-

tion, the wireless nodes share a radio channel and a method similar to the IEEE 802.11

distributed coordination function is adopted as the MAC layer protocol.

We have extended ns2 with a new module and a set of interfaces that can simulate

both internal and external attacks on the network. The attackers communicate with the

innocent nodes through the public channel. They are equipped with a dedicated channel

that does not interfere with the public channel and can be used to conduct wormhole

attacks. The malicious node class now supports AODV and DSDV routing protocols.

The implemented attacks include false destination sequence number, false distance vector,

malicious broadcast, and wormhole attacks.
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3 COTA: DEFENDING AGAINST WORMHOLE ATTACKS ON AD HOC

NETWORKS

3.1 Introduction

As ad hoc networks are merging into the pervasive computing environment, security

becomes a central requirement. Distributed node behavior monitoring has been applied to

enhance security. A system integrating watchdog and pathrater with the Dynamic Source

Routing protocol (DSR) [7] is presented in [8]. In security enhanced Ad hoc On-demand

Distance Vector protocol (AODV-S) [9], the neighbors collaboratively authorize a token

to the node before it joins the network activities. The researchers have proposed several

protocols that use hash chains or digital signatures to protect the integrity and authenticity

of routing information. The Secure AODV protocol (SAODV) [10] adopts both mecha-

nisms. Secure Efficient Ad hoc Distance vector routing (SEAD) [11] and Ariadne [12]

use a variant of the Timed Efficient Stream Loss-tolerant Authentication (TESLA) [13]

to accomplish authentication. A security-aware routing environment has been presented

in [14].

Intrusion detection systems (IDS) have been adopted as the second line of defense to

protect ad hoc networks. Zhang and Lee presented a generic multi-layer integrated IDS

structure [15]. Bharghavan [16] and Haas et al [17] explored the security issues in wireless

LANs and ad hoc networks respectively. An architecture that combines IDS with trust is

presented by Alberts et al [18]. Intrusion detection using mobile agents is studied in [19].

In this chapter, we focus on the detection of wormhole attacks in ad hoc networks.

Since the mobile devices use a radio channel to send information, the malicious nodes

can eavesdrop the packets, tunnel them to another location in the network, and retransmit

them. This generates a false scenario that the original sender is in the neighborhood of the

remote location. The tunneling procedure forms a wormhole. It is conducted by collusive
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attackers. If a fast transmission path (e.g. a dedicated channel shared by attackers) exists

between the two ends of the wormhole, the tunneled packets can propagate faster than

those through a normal multi-hop route. This forms the “rushing attack” studied by Hu et

al [20].

Wormhole attacks put severe threats to both ad hoc routing protocols and some security

enhancements. In many routing protocols, mobile nodes depend on the neighbor discovery

procedure to construct the local network topology. If the attackers tunnel the neighbor

discovery beacons through wormholes, the good nodes will get false information about

their neighbors. This may lead to the choice of a non-existent route. Zero-interaction

authentication (ZIA) [21] is designed to protect the data on mobile devices from the illegal

access. The files are decrypted only when an authentication token that is worn by the

user can directly communicate to the device through a short-range wireless channel. If a

wormhole exists between the token and the device, the data may be disclosed.

Some efforts have been put on this problem and encouraging results have been col-

lected [22–24]. However, the classification in Section 3.2 shows that the previous research

focuses on the detection of closed wormholes. Half open and open wormholes, whose

detection requires information exchanges beyond direct neighbors, have not been studied.

In this chapter, we propose an end-to-end mechanism that can detect wormholes along a

multi-hop path on which the intermediate nodes do not necessarily trust each other. The

mechanism combines authentication with location information. To prevent the destina-

tion node from being overwhelmed by the computation and storage overhead, a scheme

called Cell-based Open Tunnel Avoidance (COTA) is introduced to manage the position

records. COTA enables a node to pre-determine the resources that it wants to consume on

wormhole detection. It reduces the overhead without hurting the detection capability. The

frequency to conduct the detection is also studied to examine the communication over-

head. The proposed mechanism can be combined with existent ad hoc routing protocols.

The contributions of this chapter are:

• A classification of the wormholes is proposed. We divide the attacks into three

groups (closed, half open, and open) according to the format of the tunnel and at-
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tacker’s capability. The classification establishes a basis on which the detection

capability of the approaches can be identified.

• We propose an end-to-end mechanism that can detect closed, half open, and open

wormholes in ad hoc networks. Considering the limited resources available to a

mobile node, we design COTA to manage the information. The communication

overhead introduced by the proposed mechanism is also studied.

• Simulation is conducted to evaluate the overhead, detection capability, and accu-

racy of the proposed mechanism. Experiments on off-the-shelf mobile devices are

conducted to examine the practicability of this method in real world.

The remainder of this chapter is organized as follows: Section 3.2 describes the worm-

hole attacks and their impacts on ad hoc network security. The classification is given out.

In Section 3.3, we review the previous work. Section 3.4 presents and justifies our assump-

tions. Section 3.5 describes the end-to-end mechanism and COTA in detail. The problems

such as detection capability and parameter determination are studied. Section 3.6 studies

the frequency to conduct wormhole detection and the method to control communication

overhead. Section 3.7 investigates the robustness of the proposed mechanism. Section 3.8

presents the simulation results. Section 3.9 discusses the future work and Section 3.10

concludes the chapter.

3.2 Problem statement

In a wormhole attack, if the malicious nodes have a dedicated channel, the tunneling

procedure can be conducted in real time. Since the packets are resent in the exactly same

way, encryption or authentication alone cannot prevent the attacks. Other nodes cannot tell

whether the packets are from the real originator or from the resender. A group of collusive

attackers can form a wormhole that has as many ends as the number of malicious nodes.

Wormhole attacks put severe threats to ad hoc routing protocols. In the protocols

that use distance vector technique, such as Ad hoc On-demand Distance Vector protocol
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(AODV) [5] and Destination-Sequenced Distance Vector protocol (DSDV) [4], the hop

count of a path affects the choice of routes. A pair of attackers can form a long tunnel and

fabricate the false scenario that a short path exists between the source and the destination.

The fake path will attract the data traffic. As soon as the packets are absorbed to the

wormhole, the attackers can either drop them or compromise them. The attacks can also

do harm to the hierarchical routing protocols such as Hierarchical State Routing protocol

(HSR) [25], Clusterhead Gateway Switch Routing protocol (CGSR) [26], and Adaptive

Routing using Clusters (ARC) [27]. They may confuse the clustering procedure and lead

to a wrong topology. If a wormhole controls the link between two clusterheads or a link

close to the root of the routing hierarchy, it can partition the network.

The safety and effectiveness of some security enhancements for ad hoc networks

would be improved if wormholes can be defended. The example on ZIA has been shown

in Section 3.1. Another example shows the impacts of such attacks on the distributed

monitoring of node misbehaviors. In AODV-S [9], the neighbors collaboratively authorize

a token to the node before it joins the network activities. If a wormhole exists beside the

misbehaved node, the attackers can selectively tunnel the good-looking packets to the re-

mote side. The good nodes at the remote side monitor all these packets and can not detect

any security violations. The new token will be authorized. This may conflict with the con-

clusion drawn by the real neighbors. We can settle this embarrassment through preventing

wormholes.

The classification of such attacks will facilitate the design of detection methods. Ac-

cording to whether the attackers are visible on the route, we classify the wormholes into

three types: closed, half open, and open. The examples that include two malicious nodes

are shown in Figure 3.1. For the clearance of the remainder of the chapter, we use M1 and

M2 to represent the malicious nodes, S and D to represent the good nodes as source and

destination, and A, B, etc. as the good nodes on the route.

The nodes between the braces are those on the path but invisible to S and D because

they are in a wormhole. We borrow the words “closed” and “open” from the definition of

an interval, where “closed” means “start from and include”, and “open” means “start from
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Figure 3.1. The classification of wormholes

but not include”. In Figure 3.1a, M1 and M2 tunnel the neighbor discovery beacons from

S to D, and vice versa, so S and D think that they are direct neighbors. Both M1 and

M2 are in the wormhole. In Figure 3.1b, M1 is a neighbor of S and it tunnels its beacons

through M2 to D. Only one malicious node is visible to S and D. In an open wormhole,

both attackers are visible to S and D, as shown in Figure 3.1c.

The previous research focuses on the prevention of closed wormholes. The mecha-

nisms that only examine direct neighbors cannot guarantee the detection of the other two

types. For example, S and M1, and D and M2 are real neighbors in Figure 3.1c. This

does not impact the establishment of an open wormhole between M1 and M2. There-

fore, an end-to-end mechanism must be designed to defend against the half open and open

wormholes.

Wormhole detection needs to be conducted when a neighbor relation or a route is first

established. Besides, it must be conducted repeatedly during the lifetime of the neighbor

relation or the route because the nodes are moving and wormholes can be formed dynam-

ically. The detection frequency impacts the overhead and the detection accuracy. This

problem is studied in Section 3.6.
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3.3 Related work

The wormhole attackers encapsulate the received packets into their packets and tunnel

them to another location. Ironically, this technique was first introduced to overcome some

difficulties in networking. IP-tunnel is used in Mobile IP to transfer packets from home

agents to remote agents [28]. In Virtual Private Networks (VPN), the tunnels are used to

connect two LANs, allowing them to share data, but keeping them behind the firewalls

[29]. IP-tunnels are also used in Multi-Protocol Label Switch (MPLS) [30].

Wormhole attacks threaten the safety of Internet routing protocols such as RIP2 [31].

But the attacker needs to have a total control on a router, which is not easy to achieve.

Furthermore, through using static routes, such attacks can be prevented. Because of the

dynamic membership and frequent topology changes, a node in ad hoc networks does not

have this luxury.

Wormhole attacks on mobile ad hoc networks were independently discovered by Dahill

et al [32], Hass et al [33], and Hu et al [22]. To defend against them, some efforts have

been put on hardware design and signal processing techniques. If the data bits are trans-

ferred in some special modulating method known only to the neighboring nodes, they

are resistant to the closed wormholes. Another approach, RF watermarking, works in the

similar way. It modulates the radio waveform in a specific pattern to accomplish authen-

tication. Both mechanisms will be compromised if the malicious nodes can accurately

capture the signal patterns. Neither of them can prevent half open or open wormholes.

The adoption of directional antenna [34, 35] by mobile devices can raise the security

levels. A solution that uses such equipments to defend against closed wormholes has been

presented in [24]. The nodes examine the directions of the received signals from each

other and a witness. Only when the directions of both pairs match, the neighbor relation

is confirmed.

Another potential solution is to integrate the prevention methods into Intrusion Detec-

tion Systems. The traffic monitoring module of IDS will find that the ends of wormholes

act as packet sinks: many data packets which are not destined to them will lose their tracks
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at these nodes. The joint response generated by the neighbors of the malicious node will

expose the anomalous traffic pattern.

Some mechanisms proposed to locate the position of a mobile node in an indoor en-

vironment [36–38] can be applied to prevent wormholes. For example, both the original

packet and the resent one will be captured by the location sensors and two conflicting po-

sitions of the same node will be detected. Either the good nodes or a centralized controller

will discover this anomalous result. However, it will not be easy to port such methods to

outdoor environments.

One approach to detect closed wormholes without clock synchronization is proposed

by Capkun et al in [23]. Every node is assumed to be equipped with a special hardware

that can respond to a one-bit challenge without any delay. The challenger measures the

round trip time of the signal with an accurate clock to calculate the distance between the

nodes. The probability that an attacker can guess all bits correctly decreases exponentially

as the number of challenges increases.

Another approach to detect closed wormholes is packet leash, which was proposed by

Hu, Perrig and Johnson [22]. The leash is the information added into a packet to restrict its

transmission distance. In the geographical leashes, the location information and loosely

synchronized clocks together verify the neighbor relation. In temporal leashes, the packet

transmission distance is calculated as the product of signal propagation time and the speed

of light. Both mechanisms use lightweight hash chains to authenticate the nodes [13]. The

Message Authentication Code (MAC) can be calculated in real time.

One advantage of packet leashes is the low computation overhead. Similar to geo-

graphical leashes, the end-to-end mechanism proposed in this chapter assumes the knowl-

edge of location information and loosely synchronized clocks. It can be deployed in the

environments where geographical leashes can be used to detect closed, half open, and

open wormholes.
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3.4 Assumptions and notations

3.4.1 Network assumptions

We assume that the links among nodes are bidirectional. Two neighboring nodes can

always send packets to each other. This assumption will hold under most conditions in the

real environment. Many medium access control protocols [39, 40] are also based on this

assumption.

The security threats to mobile ad hoc networks come from all layers. The malicious

node can jam the physical layer. There have been approaches using spread spectrum [41]

to provide resistance to such attacks. There are also Deny of Service (DoS) attacks on the

medium access control layer [42]. For example, if a malicious node keeps sending noises

and causes collisions, the communication within the neighborhood will be paralyzed. The

fairness control mechanisms such as time division multiple access [43] can avoid one

attacker eating up all available bandwidth. In this chapter we will not discuss solutions to

those attacks.

The network itself acts in Byzantine manners [44]. It may drop or corrupt packets.

The packets can be duplicated or forwarded out of order.

3.4.2 Node assumptions

A node can locate its geographic position. There have been off-the-shelf devices, such

as Global Positioning System (GPS) [45], that can provide accurate positioning service.

The accuracy of position information will affect the detection capability of the proposed

mechanism. For example, if the direct communication range among neighbors is d and the

maximum error of the distance between two locations is δ, they introduce a relative error

up to δ/d. The mechanisms such as GPS can locate the position with the accuracy of 15

feet.

In certain environments, using the distance between two nodes to verify the neighbor

relation cannot guarantee the detection. For example, even if an obstacle (e.g. a building)
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exists between two nodes and blocks all signals, a position based mechanism may still

consider them as neighbors. To detect such conditions, the nodes need a more accurate

signal propagation model in that environment. It is able to determine whether the two

nodes can actually communicate to each other when the positions are given. In this chap-

ter, we assume that any two nodes having a distance shorter than d can communicate to

each other.

Each node has a clock, and we assume that the clocks are loosely synchronized with

the maximum relative error ∆. By this we mean that the difference between the clocks of

any two nodes is smaller than ∆ if we sample the time at the same moment.

The mobile nodes have limited computation resources. But they can accomplish the

operations required by the security mechanisms, such as the calculation and verification

of digital signatures, encryption using symmetric keys, and calculation of the MAC code.

We do not assume that a node can control the longest buffering time of a packet before

it is forwarded. We do not assume trusted hardware such as tamper-proof wireless cards.

They may restrict the deployment of the proposed mechanism.

Assumption justification

A lot of research in ad hoc networks has been conducted based on the position aware-

ness assumption. They cover from routing [46–48], energy consumption [49, 50], to lo-

cation based services [51, 52]. Some work has been conducted based on loose synchro-

nization assumption, such as geographical leashes [22], Secure Tracking of Node Encoun-

ters (SECTOR) [23], Ariadne [12], and Light-weight Hop-by-hop Authentication Protocol

(LHAP) [53]. In this part, we justify our assumptions based on the available techniques

and application scenarios.

Location-based services using GPS are ready to launch with the progresses that reduce

expense, size, weight, and power consumption of such devices. Motorola has unveiled one

kind of GPS chip set whose unit cost is about $10 [54]. It is cheap and small enough to

fit in PDAs and cell phones. Sprint PCS alone has sold over 8.8 million GPS-enabled
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handsets by March, 2003 [55]. The positioning device is becoming a common part of the

wireless node for both military and civilian usage.

A lot of efforts have been put on clock synchronization in ad hoc and sensor networks.

There have been solutions based on LORAN-C [56], WWVB [57], Reference Broadcast

[58], TINY/MINI-SYNC [59], Tree-based solution [60], and GPS [61]. A good survey

can be found in [60]. In this chapter we only assume loosely synchronized clocks among

nodes, for example, ∆ ≤ 1second. If every node is equipped with GPS, its clock is

accurate enough to satisfy this requirement. The mobile nodes do not need extra hardware

or a complex protocol to get more accurate time.

The security of GPS has been studied for some time. Solutions for anti-jamming

and anti-spoofing civilian GPS signals have been proposed in [62–64]. Here we do not

present the details. GPS signals can be weak or biased in an indoor environment. But as

discussed in Section 3.3, a more accurate positioning scheme in such an environment can

be implemented to defend against wormholes.

3.4.3 Key setup

The safety of the end-to-end mechanism relies on the secrecy and authenticity of the

keys stored in nodes. The authentication can be accomplished by pairwise secret keys,

digital signatures, or a variant of TESLA [13].

The advantage of pairwise keys is that the nodes can use symmetric cryptographic

methods and avoid the expensive operations such as exponential computation. It is very

important to the mobile nodes with limited resources. The disadvantages are two folds.

First, if there are n nodes in the network, we need to set up n(n− 1)/2 keys. This can im-

pact the scalability of the proposed mechanism. Second, it will be difficult to authenticate

multicast or broadcast packets. Although there has been research on allowing multiple

users to share a group key, it will put threats to the whole scheme if one node is compro-

mised [65].
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If digital signatures are used, we only need to set up n keys. The method supports the

authentication of multicast traffic and has the non-repudiation property. But the computa-

tion of a digital signature can be three orders of magnitude slower than that of the symmet-

ric mechanisms [66]. With the emergence of high speed signature algorithms [67, 68] and

more powerful portable processors, computing digital signatures will cause less overhead

on the mobile nodes.

With the assumption of loosely synchronized clocks, if the end-to-end delay can be

accurately predicted, a variant of TESLA can be applied to accomplish authentication. We

only need to set up n keys and the nodes do not have to do the expensive computations.

The disadvantage is that the packets may not be authenticated immediately. The receiver

needs to temporarily buffer the packet until the key is disclosed. This may require more

storage space.

To set up the keys, either centralized mechanisms, such as a key distribution center

or a Public Key Infrastructure (PKI), or a pre-load method during initialization, can be

applied. A survey of key establishment in mobile networks can be found in [69]. Another

solution proposed in [70] applies a PGP-like mechanism to distribute the keys.

3.4.4 Model of attackers

The attackers do not have the computation power to crack the secret keys. To tunnel the

packets beyond a long distance without interfering with the signals sent by the good nodes,

the attackers have a dedicated, speed-of-light communication channel. The attackers have

a total control over the wormholes. They can choose to tunnel a packet through or drop it

without knowing the content of the packet.

3.4.5 Notations

For the clearance of the remainder of the chapter, we give out the following notations:

If pairwise keys are applied, KAB and KBA are same and both represent the secret key

between node A and node B. MACK(M) represents the MAC code computed over mes-
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sage M with key K. If digital signatures are applied, SignA(M) represents the signature

of A over message M . All nodes that have the public key can verify the signature.

Every node can locate its geographic position. The position of node A is PA. The

maximum error of the distance between two positions is δ. If node A and node B read

their positions at the same time, the real distance between them dAB ≤ ||PA − PB|| + δ.

The clocks are loosely synchronized. The difference between the clocks of any two nodes

is smaller than ∆. We also assume that v is the upper bound of the velocity of node

movement.

3.5 Detecting wormhole attacks

3.5.1 Basic end-to-end mechanism

Design goals

In the end-to-end wormhole detection mechanism, we only assume that the source and

the destination of a route trust each other. This assumption holds under most conditions.

If on-demand routing protocols are used, the source and the destination can negotiate the

parameters such as the frequency to send wormhole detection packets through the routing

request and reply. If geographical routing protocols are used, the destination can pre-

determine the parameters and submits them to the location servers. The source will get

them when acquiring the position of the destination.

As shown in Section 3.2, wormholes need to be examined repeatedly during the route’s

lifetime. The detection information can be attached to the routing packets or the data

packets. If the frequency of data packets is too low, wormhole detection packets can

be sent separately. For multiple applications that use the same route, only one group of

detection packets need to be sent. No detection is required for a route if it is no longer in

use.

Compared to the mechanisms that only detect closed wormholes, the end-to-end mech-

anism has two special features:
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First, every intermediate node will attach its timestamps and positions to the detection

packets, but all examining operations are conducted by the destination node. In this way it

can detect the conflicting information sent by the attacker to different neighbors. However,

a scheme must be designed to prevent the destination node from being overwhelmed by

the overhead.

Second, cross packet examination must be adopted by the end-to-end mechanism. Ex-

amining the packets independently can miss some wormholes. For example, in the half

open wormhole shown in Figure 3.1b, M1 can declare that it receives a packet at the posi-

tion of M1 and forwards it at the position of M2. As long as the distance dM1M2 and the

declared buffering time t satisfy dM1M2 ≤ v × t, examining the single packet cannot find

any anomaly.

In the cross packet examination, if a node declares its position P1 at its clock time

t1, and P2 at its clock time t2, the destination can estimate its average moving speed and

examines whether it is lying. If

||P1 − P2|| − δ

||t1 − t2|| + ∆
> v (3.1)

the node lies about its positions and there is a wormhole on the path.

Delivery of detection packets

We assume that the pairwise keys have been deployed. Every node A on the path has a

secret key KAD with the destination D. D knows the path length in hops and the identity

of every node along the path. This can be achieved through the routing protocols such as

DSR [7] or the explicit attachment of node identify to the routing packets.

When a wormhole detection packet is sent from the source, it contains seven fields:

source address S, destination address D, the message M , a sequence number id for this

route, the local time tSsend when the packet is sent, the position PSsend at that time, and

the MAC code MACKSD
( S, D, M, id, tSsend, PSsend). M can be a routing packet, a data

packet, or void if the detection packet is sent separately. Every time after sending a detec-
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Figure 3.2. Delivery of a wormhole detection packet in end-to-end mechanism

tion packet for this route, the source increases id by 1. Examining the received ids, D can

find out how many detection packets have been dropped.

When an intermediate node A forwards the packet, it attaches two 〈time, position〉
pairs: 〈tArecv, PArecv〉 when it receives the packet, and 〈tAsend, PAsend〉 when it forwards

the packet. Then it attaches MACKAD
(MA), where MA includes both the received packet

and the two attached pairs. Figure 3.2 shows an example of the delivery procedure. A

three-hop path is assumed.

Two potential problems exist in the proposed mechanism. First, how can a node get the

accurate sending time and calculate it into the MAC code? Second, how does the signal

propagation time affect the detection? For the first problem, the end-to-end mechanism

has a weaker requirement on the accuracy of the sending timestamp than packet leashes.

So we can adopt either of the two approaches [22] for temporal leashes.

For the second problem, taking the signal propagation time tprop into account, we have

the following equation for the sending time tsend at this node and the receiving time trecv

at the next hop:

||trecv − tsend|| ≤ ∆ + tprop (3.2)

If the direct communication range between neighbors is known, we can estimate ∆′ =

∆ + tprop. The sending time and the receiving time of the same transmission will always

satisfy:

||trecv − tsend|| ≤ ∆′ (3.3)
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Detection operations at the destination

When D receives a detection packet, it will check the following items: (a) All MAC

codes are calculated correctly. (b) The neighboring nodes are within the direct communi-

cation range when the packet is passed. (c) The average moving speed of a node between

it receives and forwards the packet does not exceed v. (d) The sending and receiving time

of the same transmission satisfy equation 3.3. (e) The new 〈time, position〉 pair and the

previous pairs of the same node do not conflict as shown in equation 3.1.

Items (a), (b), (c) and (d) focus on a single packet. The MAC codes guarantee the

authenticity and integrity of the 〈time, position〉 pairs. Since the MAC codes cover the

whole packet (including the information attached by previous nodes), it is very difficult

for the attacker to record a part of the packet and conduct resend attacks. If the attacker

resends the whole packet, it is the same as the duplicate packet generated by the network.

Item (b) will detect the closed wormholes on the route.

Item (e) implements the cross packet examination. Through calculating the average

moving speed of the intermediate nodes using their current and previous 〈time, position〉
records, the destination node monitors their movements. Items (c), (d) and (e) together

prevent the malicious node from cheating the wormhole detection mechanism by declaring

fake positions.

The wormhole detection packets may get lost because of the unreliable network. They

can also be intentionally dropped or corrupted by the malicious nodes. Using the sequence

number, the destination node can monitor how many detection packets have been lost. If a

wormhole is detected, or q consecutive detection packets are all lost, the destination node

will broadcast a message which notifies the source to abort the current route and activate

the reinitiation. The relation between the value of q and the position information density

is discussed in Section 3.6. The same condition will happen if a route becomes expired

and no more detection packets are sent. Under this condition, the source will ignore the

broadcast message.
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Compared to previous approaches, the end-to-end mechanism does not let the interme-

diate nodes verify the neighbor relations by themselves. On the contrary, all examinations

are conducted by the destination. The proposed mechanism can detect closed wormholes

because the good nodes at different ends of the tunnels will not lie about their positions.

For half open and open wormholes, if the malicious nodes send their real positions in

the detection packets, the fake neighbor connections will be discovered because they are

longer than the direct communication range. To avoid being detected, a smart attacker can

buffer the packets and declare that it moves to the other end of the wormhole and forwards

the data. This attack can be prevented by introducing packet lifetime into the network. It

will restrict the longest moving distance of a node during the delivery of a single packet so

that the length of the tunnel will be limited. It will also guarantee the position information

density of the intermediate nodes as shown in Section 3.6.

Restricted by the positioning and clock synchronization errors, the end-to-end mecha-

nism could introduce false alarms into the system. For example, the attacker will be able

to tunnel the packets δ beyond d without being detected if the destination considers the

positioning error when calculating the distance between two points. On the contrary, if

the destination ignores the error, some connections having a distance close to d will be

wrongly accused as wormholes. With the progresses in the positioning and synchroniza-

tion techniques, the error rate will become smaller.

3.5.2 Overhead of basic end-to-end mechanism

Since the mobile devices have limited resources, the end-to-end mechanism, as a secu-

rity enhancement, must consider the communication, computation, and storage overhead.

Every intermediate node attaches two 〈time, position〉 pairs and a MAC code to each

detection packet. If pairwise keys are used, it has been shown in [22] that a PDA can ac-

complish 220K times MAC code calculation in one second. So there is not much compu-

tation overhead at the intermediate nodes. And they do not need to store any information.
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The communication overhead includes byte overhead and packet overhead. If we

use an eight-byte timestamp (if the time unit is 1ns, it covers more than 500 years), an

eight-byte position (on the surface of the Earth, it locates a position within 0.1m), and an

eight-byte MAC code, every intermediate node will attach 40 bytes to the packet. If the

maximum transmission unit (MTU) is 1,500 bytes and M is 1,000 bytes, twelve nodes can

attach their information.

In this way the byte overhead will increase fast to the path length. It does not scale well

to long routes. To control the byte overhead, the destination node can choose a part of the

intermediate nodes to attach their information. It changes the selected nodes to guarantee

that everyone is examined. If k consecutive nodes on the route are chosen, it is the same

as an end-to-end detection on these k nodes. More details of this method and its impact on

the detection capability are studied in Section 3.6. The packet overhead is determined by

the frequency to send the detection packets. This question is also studied in Section 3.6.

All examining operations are conducted by the destination node. We assume that the

path length is l, and m packets carrying the detection information arrive at the destination.

It needs O(l) operations to examine a single packet. For every intermediate node, there

will be 2m 〈time, position〉 pairs. If the cross packet examination calculates the average

moving speed between every two pairs, there will be O(m2) operations for each node. So

the total computation overhead for the m packets will be O(lm + lm2).

For the same reason, the destination needs to store 2m 〈time, position〉 pairs for every

intermediate node. The required storage space will be O(lm).

The lm2 entry in the computation overhead and lm entry in the storage space put chal-

lenges to the mobile nodes with limited resources. For example, if a route is ten-hop long

and 1,800 wormhole detection packets are received, the destination needs to store 36K

〈time, position〉 pairs (about 580 Kbytes), and conducts 65M operations. As the number

of routes increases, the node cannot afford the required resources. In the next section,

we propose a mechanism called COTA that requires O(c1l) space and O(c2lm) compu-

tation overhead (where c1 and c2 are constant), but having the same wormhole detection

capability as the end-to-end mechanism.
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3.5.3 Cell-based open tunnel avoidance

COTA avoids to record and compare all 〈time, position〉 pairs. It divides the whole area

into same-sized cells (hexagon), and divides the time into same-length slots. COTA only

stores the first received 〈time, position〉 pair of every node that falls into the same cell and

the same slot. Through adjusting the cell size and slot length, a node can control the efforts

that it wants to put on the wormhole detection. The whole structure is a three dimensional

cube of 〈time, position〉 records, and the format of the index is 〈node identity, cell number,

slot number〉. When a new 〈time, position〉 pair of a node arrives, the destination selects

from each cell a record of that node that has the shortest time difference from the new

timestamp and calculates the average moving speed. In this way some pairs belonging to

the same node are not compared. In Section 3.5.4 we prove that after adding an offset to

equation 3.1, COTA has the same detection capability as the end-to-end mechanism.

We also define the lifetime Tlife of a packet. If a packet has traveled in the network

for a time longer than Tlife, it will be discarded by the destination node. Since the clocks

are loosely synchronized, COTA can estimate the packet traveling time. To guarantee that

the packet arrives at the destination D within its lifetime, the sending time at S and the

receiving time at D should satisfy (TDrecv − TSsend) ≤ Tlife + ∆.

Two advantages have been brought to COTA by the definition of packet lifetime. First,

it restricts the number of time slots that COTA needs to store for every intermediate node.

If the slot length is T , the destination node only needs to store at most (Tlife + ∆)/T + 1

records for every intermediate node in every cell. Second, it restricts the longest moving

distance of a node during the delivery of a single packet. It prevents the attacker in an

open or half open wormhole from buffering the packet for a long time and declaring that

it moves to the new position and forwards the packet.

An example of cell division and the data structure is shown in Figure 3.3. We assume

that the time slot is 100 ms. For one intermediate node, the destination will only store one

record in every slot in a cell. Now assuming that another record of node A with the content

〈t1 = 3.18 sec, position = P1〉 is received, and it falls into cell 3. Since there is already a
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Figure 3.3. Cell division and data structure of COTA in a destination node

record of node A in cell 3 in the slot 3.1 – 3.2 second, the new entry will not be recorded.

Then the destination will select from each cell the record of node A that has the shortest

time difference from the new timestamp. In this example, they will be (3.11, P31) in cell

3 and (6.18, P4n) in cell 4. If the selected pair is represented as 〈t2, P2〉, D will calculate

the average moving speed of node A between these two positions by

v̄ =
max(0, ||P1 − P2|| − δ)

||t1 − t2|| + ∆
(3.4)

If v̄ > v, we know that A sent false information and there is a wormhole on the route.
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Now let us consider another example. A record 〈t3 = 4.18, position = P3〉 of node A

is received, and it falls into cell 4. There is no record of node A in cell 4 in the slot 4.1

– 4.2 second. So the new entry will be recorded by the destination. Then D will select

the record of node A from each cell that has the shortest time difference from the new

timestamp and calculates the average speed. In this case, they will be (3.26, P32) in cell 3

and (6.18, P4n) in cell 4.

COTA only stores and compares a part of the 〈time, position〉 records to reduce the

storage and computation overhead. There are two questions that we have to ask: (1) can

COTA detect all anomalies that the end-to-end mechanism can detect? (2) how much

space and computation do we save? We discuss the answers in the next two sections.

3.5.4 Detection capability of COTA

COTA simplifies the end-to-end mechanism to reduce the storage and computation

overhead. But it may miss the detection of some anomaly. An example is given out as

follows. We have four 〈time, position〉 pairs of node M1 as 〈tM11, PM11〉, 〈tM12, PM12〉,
〈tM13, PM13〉, and 〈tM14, PM14〉. The first two pairs fall into cell 1 and slot 1. The second

two pairs fall into cell 2 and slot 2. We calculate the average moving speed between every

two pairs using equation 3.4. The speed between pair two and four is faster than v, but

the speed between any other two pairs is not. If we record and compare all pairs, we will

find the anomaly and detect the wormhole. However, if COTA is applied and pair one and

three arrive first, they will be recorded. Later when pair two and four arrive, they will not

be stored and they are never compared to each other. COTA does not detect this anomaly.

However, adding an offset to equation 3.4 will enable COTA to detect all wormholes

that the end-to-end mechanism can detect. The proof is given as follows.

Lemma 1 If COTA uses

max(0, ||Pnew − Pselect|| − δ + 2r + vT )

||tnew − tselect|| + ∆
(3.5)

to calculate the average moving speed between the new and the selected 〈time, position〉
pairs, it can detect all wormholes that can be detected by the end-to-end mechanism. In
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equation 3.5, δ is the maximum error of the distance, r is the radius of cells, v is the

highest speed of nodes, T is the length of a time slot, and ∆ is the clock error.

Proof We assume that we have two pairs, 〈t1, P1〉 and 〈t2, P2〉, of the same node that

show the anomaly

||P1 − P2|| − δ

||t1 − t2|| + ∆
> v (3.6)

And without losing generality, we assume that 〈t1, P1〉 is received by the destination first.

When 〈t2, P2〉 arrives, there are two possible conditions:

Condition I: 〈t1, P1〉 is recorded by COTA.

If 〈t1, P1〉 is selected to be compared with 〈t2, P2〉, the average moving speed (after

adding 2r + vT ) is faster than v, and the anomaly will be detected.

If it is not selected, there must be another pair 〈t3, P3〉 that falls into the same cell as

P1 but has a shorter time difference from t2. So we have ||t3 − t2|| ≤ ||t1 − t2||. Since P3

and P1 are in the same cell, the longest distance between the two positions is 2r. So we

have:

||t3 − t2|| ≤ ||t1 − t2||

||P3 − P2|| + 2r ≥ ||P1 − P2|| (3.7)

Combining equation 3.6 and 3.7, we must have

||P3 − P2|| − δ + 2r

||t3 − t2|| + ∆
> v (3.8)

Condition II: If 〈t1, P1〉 is not recorded by COTA, there must be another pair 〈t3, P3〉
that is recorded. It falls into the same cell and same slot as 〈t1, P1〉, but it arrives earlier.

So we have:

||P3 − P2|| + 2r ≥ ||P1 − P2||

||t3 − t2|| − T ≤ ||t1 − t2|| (3.9)

If 〈t3, P3〉 is selected to be compared with 〈t2, P2〉, combining equation 3.6 and 3.9, we

will get:
||P3 − P2|| − δ + 2r + vT

||t3 − t2|| + ∆
> v (3.10)
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If 〈t3, P3〉 is not selected to be compared with 〈t2, P2〉, there must be another recorded

pair 〈t4, P4〉 that falls into the same cell but has a shorter time difference. So we have:

||t4 − t2|| − T ≤ ||t3 − t2|| − T ≤ ||t1 − t2|| (3.11)

Combining equation 3.6 and 3.11, we will get

||P4 − P2|| − δ + 2r + vT

||t4 − t2|| + ∆
> v (3.12)

Combining all conditions shown in equation 3.6, 3.8, 3.10, and 3.12, we have:

||Pselect − Pnew|| − δ + 2r + vT

||tselect − tnew|| + ∆
> v (3.13)

After introducing the offset 2r + vT into COTA, we guarantee that it can detect

all wormholes that the end-to-end mechanism can detect. We define 2r + vT as the

sensitivity of COTA. An optimistic node can use COTA as in equation 3.4. It will al-

low all neighbors that are within the direct communication range to exchange packets.

But in some cases, a real attacker is able to tunnel a packet as far as 2r + vT beyond the

range. A more conservative node can use the format shown in equation 3.5. It will guaran-

tee the detection capability, but in some cases it will introduce false positive alarms. The

impact of false alarms will be studied through simulation in Section 3.8.

3.5.5 Parameter determination

There are three parameters in COTA: packet lifetime, cell size, and time slot length.

The choices of the parameters impact not only the detection capability of COTA, but also

the storage and computation overhead. We now discuss them separately.

The choice of packet lifetime is directly related to the end-to-end delay in ad hoc

networks. Estimating this delay accurately is a difficult problem because it is affected

by traffic load, path length, movement model, network size, and other features. There

have been theoretical analyses of this problem in simplified network scenarios [71–74].
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The results provide valuable guidelines for the design of protocols. However, the various

simplifying assumptions do not always hold in real network settings.

Another approach is to conduct real measurements. The results collected from sim-

ulations have been shown in [75–78]. The typical value of the average delay is a few

hundred milliseconds in the studied network scenarios. In this chapter, we assume the

similar network conditions, thus the similar average delay is also assumed. The analysis

in [77] shows that after the mode of the curve, the probability density function of delay

decreases exponentially as time increases. To control the fraction of detection packets that

are discarded because of unexpected long delay, we set Tlife an order of magnitude longer

than the average delay. The typical value of Tlife is a few seconds. When an approach for

more accurate delay estimation appears, we can replace this method without impacting

other components of COTA.

Now let us consider the required storage space and computation operations of COTA.

We assume that the packet lifetime is Tlife. The destination node only needs to record the

〈time, position〉 pairs that were sent in the past Tlife + ∆. During this period, the possible

position of a good node must be within a circle with the diameter v(Tlife + ∆) (use the

position when t = (Tlife + ∆)/2 as the center, and v(Tlife + ∆)/2 as the radius). If there

are no wormholes, the number of cells that have active records for the node is at most

π(v(Tlife + ∆)/2)2

1.5
√

3r2
. (3.14)

In each cell, at most (Tlife + ∆)/T + 1 records are stored. So the total number of records

stored by the destination for one node is at most

πv2(Tlife + ∆)2

6
√

3r2
(
Tlife + ∆

T
+ 1)

≃ πv2(Tlife + ∆)3

6
√

3r2T
(3.15)

If the path length is l, the destination needs to store at most l×equation 3.15 records for

one route.
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When a new record arrives, the destination will select from each cell a record of that

node to compare with it. There are at most (Tlife + ∆)/T + 1 records in each cell for the

node. If a linear search is applied, the new record needs at most

π(v(Tlife + ∆)/2)2

1.5
√

3r2
× (

Tlife + ∆

T
+ 1) (3.16)

operations to accomplish the cross packet examination. If a balanced tree is used to store

the records in each cell for a node, the examination in one cell can be accomplished in

log2 ((Tlife + ∆)/T + 1)+1 operations. But the maintenance overhead for the tree struc-

ture may outrun the benefits. In the following analysis, we assume that the linear search

is applied. If there are m COTA packets for the route and the path length is l, the total

number of operations required by COTA is

2ml × equation 3.16 (3.17)

We examine a practical example to show the savings of COTA. We assume that r is 12

m, Tlife is 5 seconds, v is 20 m/s, T is 200 ms, l is 10 hops, and 1,800 wormhole detection

packets are received. The destination node needs to store at most 9 K 〈time, position〉
pairs. If a linear search is used to locate the record in every cell, the destination needs

to conduct 32.5 M operations. Compared to the overhead of the end-to-end mechanism

shown in Section 3.5.2, COTA saves 75% on space and 50% on computation. Examining

equation 3.15 and 3.16, we find that when m >
πv2(Tlife+∆)3

6
√

3r2T
, COTA will save in both

space and computation. As the number of wormhole detection packets increases, COTA

can save more because the required space does not change and the computation overhead

increases at a linear speed.

If the sensitivity of COTA, 2r+vT , is pre-determined, we can choose suitable values

of r and T to minimize the required storage space and the computation overhead. From

equation 3.15 and 3.16, we find that both requirements are minimized at the same values

of r and T . Figure 3.4 shows the consumed space for one intermediate node for different

sensitivity values. It can also be viewed as the curve of computation overhead.



37

2010 1550

Radius of a cell (m)
25 30

R
eq

u
ir

ed
 s

to
ra

g
e 

sp
ac

e 
fo

r 
o
n
e

in
te

rm
ed

ia
te

 n
o
d
e 

(p
ai

rs
)

35

2r + vT = 60

25000

20000

15000

10000

5000

0

2r + vT = 502r + vT = 20

2r + vT = 30

2r + vT = 40

Figure 3.4. Storage space of COTA with different values of sensitivity

We assume that 2r + vT = X , where X is a constant. Equation 3.15 is minimized

when

∂

∂r
(r2(X − 2r))−1 = 0 (3.18)

The optimal value of r equals to 1
3
X . It shows that the best choices of the cell size and the

slot length increase linearly when the value of sensitivity becomes larger. This allows

a mobile node to pre-determine the resources that it wants to consume to defend against

wormhole attacks. If we take the results back, we find that COTA has achieved its design

goals: for every intermediate node, a constant storage space and the computation overhead

that increases linearly to the number of the detection packets.

From Figure 3.4 we find that the storage and computation overhead of COTA is rela-

tively stable within a large interval of r. Therefore, when the chosen r and T are biased

from the optimal values, the overhead does not increase sharply. Since the resources avail-

able to mobile nodes vary greatly, this enables the nodes to make flexible choices on the

parameters. Table 3.1 compares the overhead between the optimized COTA and the end-

to-end mechanism. It assumes a 10-hop route and 1,800 wormhole detection packets. The

values of Tlife and v are the same as before.
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Table 3.1

Overhead comparison between the end-to-end mechanism and COTA

Basic end-to-end Optimized COTA

sensitivity storage(pair) operation storage(pair) operation

30m 36 K 65 M 5.20 K 18.66 M

40m 36 K 65 M 2.25 K 8.12 M

50m 36 K 65 M 1.12 K 4.04 M

60m 36 K 65 M 0.70 K 2.49 M

70m 36 K 65 M 0.43 K 1.57 M

3.5.6 Data structure maintenance

COTA uses a complex data structure. If it cannot be efficiently maintained, the over-

head caused by the insertion/deletion of records and the collection of unused space will

cancel out all benefits described in previous sections. We are going to answer two ques-

tions about COTA: (1) How to organize the stored records? (2) How to efficiently recollect

the space of the expired records?

A practical data structure in the destination node is shown in Figure 3.3b. All nodes

that have active records are put into a link list. The destination remembers the expira-

tion time of the latest 〈time, position〉 pair of every node. It is used in space collection.

Every node has a link list, which stores the cells that have active records. Each cell also

remembers the expiration time of the latest pair in it. In each cell, an array of records are

maintained. The size of the array is (Tlife + ∆)/T + 1. Every entry has a bit to identify

whether the data is available in it. To avoid memory copy as time elapses, the array is used

in a cyclical way and a pointer is used to identify the current array header.

When a new 〈time, position〉 pair of a node arrives, the destination first locates the cell

list of that node. Then for each cell of that node, it uses a linear search to locate the record

that has the shortest time difference from the new timestamp.
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This linear search is also used to abort those expired records and to recollect the space

if all records in that cell have expired. It resets the available bits of those expired entries

and moves the array header according to current time. If the latest pair in a cell has expired,

COTA can take the memory back without looking into the array because all records must

have expired.

This space collection method works well if new records of a node keep arriving. On

the contrary, if a node is not on any active routes and no new records for it arrive, the

space occupied by it cannot be efficiently recollected. To overcome this difficulty, the

destination node needs to periodically traverse the node list to examine the expiration time

of the latest record of every node. If the latest record has expired, all space occupied by

that node can be recollected.

The maintenance of the data structure will increase the space requirement within a lim-

ited range. If all pointers are four-byte and timestamps are eight-byte, the required space

will increase less than 10%. Resetting the available bits and moving the array headers

can be accomplished when COTA traverses the array of each cell. They do not add much

computation overhead. Referring to the results shown in Table 3.1, we find that COTA can

still save a lot of resources.

3.5.7 Experiments on real devices

In this section, we present some results on the computation efficiency of COTA. They

are collected through experiments on real mobile devices. We assume that symmetric

cryptographic operations are used.

We define the procedure that locates the record in an array who has the shortest

time difference from the new timestamp and calculates the average moving speed as a

unitcheck. It corresponds to the operations that examine a new record in one cell. It also

clears out the expired records in that cell. We design a test program that executes 100 mil-

lion unitchecks and run it on a Compaq iPAQ 3630 with 206 MHz CPU and 64M RAM.

Different values of sensitivity are examined and the size of an array is determined by the
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optimal value of the time slot length. The computation efficiency of COTA is shown in

Table 3.2.

Table 3.2

Computation efficiency of COTA

Sensitivity (m) 20 30 40 50 60

Optimal

size of an array 19 13 10 8 7

Unitcheck / sec 1.05M 1.54M 2.01M 2.54M 2.86M

For example, when the sensitivity is 30 m, the device can execute 1.54 million

unitchecks in one second with the optimal values of cell size and time slot length. There-

fore, as the destination of a 10-hop route that receives 5 wormhole detection packets per

second, the node will use 0.28% of its CPU to check the records in these packets. If it uses

5% of its CPU to conduct wormhole detection, it can support 17 such routes simultane-

ously.

3.6 Controlling communication overhead

The design of COTA allows a mobile node to pre-determine the storage and computa-

tion resources that it wants to put on wormhole detection. In this section, we focus on the

communication overhead. We study packet overhead and byte overhead separately.

3.6.1 Frequency to conduct wormhole detection

Wormhole detection needs to be conducted repeatedly during the lifetime of a route.

The detection frequency determines the packet overhead. It also impacts the intervals

between the received 〈time, position〉 pairs of the intermediate nodes.

An intermediate node cannot control the longest buffering time of a detection packet

in it. However, the source and the destination can determine the frequency to send such
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packets when the route is established. Through adjusting this frequency, the destination

can control the longest interval between the received timestamps of an intermediate node.

If the interval between the timestamps of the source in any two consecutive detection

packets is shorter than tint, and at least one of q consecutive detection packets will reach

to the destination, the longest interval Tint between the received timestamps of the source

satisfies Tint ≤ qtint. If the lifetime of a packet is Tlife, we have:

Lemma 2 If the longest interval between the received timestamps of the source is Tint,

the longest interval between the received timestamps of any intermediate node is Tint +

Tlife + 2∆. Here ∆ is the error of clock, and Tlife is the packet lifetime.

Proof Let’s consider the 〈time, position〉 pairs of an intermediate node A received by

the destination. The pairs received in the same detection packet have the same sub-index.

If we randomly select a 〈time, position〉 pair, there are two possible conditions:

Condition I: the selected pair records a receiving event. We assume that it is 〈tArecv1,

PArecv1〉. There must be a record, 〈tAsend1, PAsend1〉, that remembers the sending of this

packet. And we have tAsend1ǫ(tArecv1, tArev1 + Tlife]. Therefore, when searching in the

direction that the time increases, we must be able to find another record of A within the

interval Tlife.

The longest interval between the received timestamps of the source is Tint. There-

fore, there must be a received record of the source 〈tSourceSend, PSourceSend〉 that satisfies

tSourceSend ǫ [tArecv1 − Tlife − Tint − ∆, tArecv1 − Tlife − ∆). The receiving and sending

timestamps of this packet at node A must be smaller than tArecv1. Considering the clock

error, when searching in the direction that the time decreases, we must be able to find one

record of A within the interval Tlife + Tint + 2∆.

Condition II: the selected pair records a sending event. Similar analysis can be con-

ducted.

Therefore, the longest interval between the received timestamps of any intermediate

node is Tint + Tlife + 2∆.
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Since the position information is received together with the timestamps, this interval

also determines the density of the position information of an intermediate node. For ex-

ample, if the interval is 10 seconds and Tlife and ∆ are set as before, Tint = 3 seconds. If

the probability that a packet gets lost or corrupted on the path is P , the probability that

all q detection packets are lost is P q if the events are independent. For example, if the

probability that a detection packet gets lost is 25% and q = 5, the probability that five

consecutive wormhole detection packets are all lost is less than 0.1%. The source needs

to send one detection packet every 0.6 second. The end-to-end mechanism will not add

packet overhead if the data packet density is larger than 2 packet/second.

3.6.2 Controlling byte overhead

The analysis in Section 3.5.2 shows that the end-to-end mechanism does not scale

well to very long routes if every intermediate node attaches its 〈time, position〉 pairs. To

avoid this problem, the destination can choose a part of the nodes to attach their records.

The selected intermediate nodes are switched to guarantee that every neighbor relation

is examined. For example, the destination can ask the first ⌈ l
2

+ 1⌉ nodes on the route to

attach their records for q detection packets, then the second ⌈ l
2
+1⌉ nodes on the route will

attach their records for q detection packets. The two halves of the nodes are overlapped to

avoid the detection gap. In this way the byte overhead will decrease for more than 50%.

However, the longest interval between the received timestamps of an intermediate node

will become 2Tint + Tlife + 2∆. This may allow a wormhole to exist for a longer time

before it is detected.

3.7 Security analysis

Because of the error of position, the error of clock, and the sensitivity of COTA,

there exist false alarms in the end-to-end mechanism. If the node adopts a conservative

policy, some real neighbor relations will be considered as wormholes. The destination will

abort the route and activates the routing reinitiation. This leads to the increase in routing
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overhead and the average delay. On the contrary, if an optimistic policy is adopted, the

real neighbor relations will not be wrongly accused. However, the attackers will be able

to tunnel the packets beyond the direct communication range without being detected. In

Section 3.8 we study both conditions through simulations.

A malicious node can eavesdrop the wormhole detection packets. The position infor-

mation attached by the intermediate nodes is protected by the MAC codes. The malicious

node cannot send fake information in other node’s name to fabricate a wormhole on the

route. Every intermediate node calculates the MAC code based on the whole packet. An

attacker cannot take a part of the detection packet and conducts the resend attack. If it

resends the whole packet, it is the same as a duplicate packet generated by the unreliable

network. For multiple connections that have the same source and destination and use the

same route, only one group of wormhole detection packets need to be sent. A malicious

node cannot overwhelm the destination by establishing multiple connections at the same

time. The adoption of COTA allows the destination to control the overhead on each route.

It helps to defend against the Distributed Deny of Service (DDoS) attacks generated by a

group of collusive attackers.

A wormhole tries to fabricate a non-existent route. The malicious node cannot drop

the detection packets to avoid being discovered. If a violation is detected in the received

information, the destination will broadcast the anomaly condition. The source receiving

this message will try to establish a new route. When a wormhole is detected, the end-to-

end mechanism does not try to identify the attacker. Therefore, the malicious node cannot

frame a good node.

3.8 Simulation and results

We study the practical impacts of the proposed wormhole detection mechanism through

simulation. The experiments are deployed using ns2 [6]. Two properties are of special in-

terest: false alarm ratio and communication overhead.
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3.8.1 Simulation setup

We assume that pairwise keys have been deployed. AODV [5] is chosen as the routing

protocol and is updated to combine with the detection mechanism. When the source initi-

ates the routing request (RREQ) packet, it proposes its choices of the parameters such as

the sensitivity and the frequency to send out wormhole detection packets. When an in-

termediate node forwards the routing request, it will attach its identity. The source and the

intermediate nodes will protect the attached information using keyed hash codes. When

the destination receives the request, it knows the identities of all intermediate nodes. The

destination reviews the proposed parameters. If they satisfy its requirements, the destina-

tion will accept them. Otherwise, it will propose its choices in the routing reply (RREP).

Besides the parameters, the destination will also determine the starting value of the se-

quence number for the detection packets. When the source receives the reply, it will start

to send out the data packets and the detection packets.

RREQ and RREP accomplish the route discovery and try to settle the wormhole detec-

tion parameters. There are chances that the source and the destination cannot agree with

each other on the parameters. A separate round of negotiation can be conducted after the

route is established and before the data packets are transferred. A method similar to the

negotiation procedure in the Internet Key Exchange (IKE) protocol [79] can be adopted.

Table 3.3 lists the simulation parameters of ns2. The node moving speed covers a range

from human jogging to vehicle riding in the country field. We assume that the moving

speeds of the nodes are uniformly distributed from 0 to the highest value. The sources

and the destinations of the connections are randomly picked from the mobile nodes. For

each examined condition, five connection scenarios and four node movement scenarios

are generated and the average values of the simulation results are shown in figures.

The parameters of the detection mechanism are as follows: Tlife = 5 seconds, Tint =

3 seconds, ∆ = 1 second, and δ = 10m. The longest interval between two consecutive

detection packets sent by the source is 0.6 second, which is a little longer than the average

interval between data packets. Therefore, most of the wormhole detection information
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Table 3.3

Simulation parameters

Simulation duration 1000 seconds

Simulation area 1000 * 1000 m

Number of mobile nodes 50

Transmission range 250 m

Movement model Random waypoint

Highest node speed 8 – 20 m / s

Number of connections 30

Traffic type CBR (UDP)

Data payload 512 bytes

Packet rate 2 pkt / s

Node pause time 0 second

can be attached to data packets. We define the longest distance that a node can move in

one second as the unit distance. It can be calculated as v × 1second. Different values of

sensitivity (from 0.5 to 2.5 times of the unit distance) are examined.

Since the wormhole detection mechanism is a security enhancement, its false alarm

ratio is of special interest. Both false positive and false negative mistakes are studied. The

storage and computation overhead has been discussed extensively in Section 3.5. In this

part we focus on the communication overhead in packets and bytes.

3.8.2 Results on false alarms

Figure 3.5 and 3.6 illustrate the false positive alarms in an environment where no

wormhole exists. In Figure 3.5, all destination nodes adopt the proposed mechanism as in

equation 3.5 to guarantee the detection capability. The curves show the relation between

the number of false alarms and the sensitivity. Four values of the highest speed, from
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Figure 3.5. False positive alarms: no wormholes, sensitivity / unit distance changes
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8m/s to 20m/s, are examined. The values of r and T are determined to minimize the

computation and storage overhead. The value of the sensitivity increases from 0.5 to 2.5

times of the unit distance. From Figure 3.5, we find that as the ratio increases, the number

of false alarms increases faster than a linear function. Another interesting point is that the

curves for different speeds stay close to each other. In the proposed mechanism, it is the

ratio between the sensitivity and the unit distance, instead of the absolute value of it, that

determines the number of false positive alarms.
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Figure 3.7. False positive alarms when wormholes exist in the network

False positive alarms lead to breaks of existent routes. To reduce the number of such

mistakes, equation 3.5 can be updated to the following format:

max(0, ||Pnew − Pselect|| − δ + offset)

||tnew − tselect|| + ∆

in which the added offset is a value between 0 and the sensitivity to achieve different

tradeoffs between the detection capability and false alarm ratio. Figure 3.6 illustrates the

relation between the number of false positive alarms and the added offset. The network

setup is the same as in Figure 3.5. The ratio between the sensitivity and the unit distance

is 2.5. The number of false alarms increases as the added offset increases. Compared

to Figure 3.5, fewer false positive alarms are introduced in Figure 3.6. The curves for

different speeds are close to each other.

When the added offset is smaller than the sensitivity, it causes fewer false positive

mistakes. However, as the analysis shows in Section 3.5, it may also miss the detection

of some real wormholes. The following experiments are conducted to study this impact.

Among the 50 nodes in the network, two pairs of nodes are randomly selected as “potential

attackers”. Each pair has a long-range, out-of-band wireless channel that can be used to

construct a wormhole. The attackers’ channels do not interfere with each other or the

channel used by the good nodes. To construct the wormholes that cannot be detected when

the added offset is 0, the longest distance that the attackers can tunnel beyond the direct



48

Sensitivity / The unit distance = 2.5

Added offset / The unit distance
2.5

The highest node speed

N
u
m

b
er

 o
f 

F
al

se
 N

eg
at

iv
e 

A
la

rm
s

21.510.5

70

8 m/s

60

50

40

30

20

10

0

10 m/s

15 m/s

20 m/s

Figure 3.8. False negative alarms when wormholes exist in the network

communication range is the sensitivity. Therefore, the attackers will form a wormhole

only when the distance between them falls into that interval. Other simulation parameters

are the same as in Figure 3.6. Figure 3.7 and 3.8 illustrate the false positive and negative

mistakes as the added offset changes.

In Figure 3.7, the curves are similar to those in Figure 3.6. Since some real wormholes

are introduced into the system, fewer false positive mistakes are made. In Figure 3.8, as

the added offset increases, fewer and fewer real wormholes are missed by the detection

mechanism. Through adjusting the choices of the sensitivity and the added offset, a

mobile node can achieve a better tradeoff between the false alarm ratio and the detection

capability.

3.8.3 Results on communication overhead

The following experiments explore the extra communication overhead introduced by

the wormhole detection mechanism. We study both packet overhead and byte overhead.

To establish the baseline for the comparison, we also examine the overhead caused only

by the routing protocol when the detection mechanism is not enabled. Figure 3.9 and 3.10

illustrate the results collected from an environment in which no wormholes exist.
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As stated in Section 3.8.1, most of the detection information is attached to the data

packets. The extra packet overhead is primarily caused by the route rediscovery procedure

after the detection of a “wormhole”(could be a false alarm). From Figure 3.9 we find

that as the added offset increases, more packet overhead is introduced. But the increase

is small when the ratio between the added offset and the unit distance is small. Through

adjusting the values of sensitivity and the added offset, a node can control the increase

of packet overhead.
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The increase in byte overhead shown in Figure 3.10 is more notable. The extra bytes

are primarily caused by the 〈time, position〉 pairs attached by the intermediate nodes, so

the number of false alarms does not impact them to a large extent. The curves for different

values of the ratio are close to each other. But compared to the overhead when no worm-

hole detection is enabled, the increase is sharp. The justifications for this increase are two

folds. First, the overhead is still reasonable for the applications in which the wormholes

must be prevented. The communication peers can lower the relative byte overhead by in-

creasing the length of data packets. Second, since the routes in the simulation are not long,

we do not enable the byte overhead control method stated in Section 3.6.2. The adoption

of that method may help the nodes to improve the efficiency.

3.9 Discussions

The analysis shows that the sensitivity represents a tradeoff between the detection ca-

pability and the required resources. Many features can impact the choice of its “optimal”

value and here we only explore a few of them. First, the sensitivity is restricted by the

positioning accuracy because two records having a distance shorter than δ could represent

the same point in the network. Second, the sensitivity is impacted by the movement pat-

terns of the nodes. The example in Section 3.5.4 shows that COTA misses some anomalies

because the records falling into the same slot and the same cell might be ignored. There-

fore, taking the movement patterns into account, we can choose a suitable sensitivity

value and determine r and T to control the occurrence of such events. More experiments

will be conducted to explore their relations so that we can predict the optimal interval of

the sensitivity given a certain scenario.

As illustrated in Section 3.5.3 and 3.6.1, the definition of packet lifetime Tlife can

restrict the number of stored records at the destination node. The other contribution of

Tlife is to guarantee the record density of the intermediate nodes. It can prevent the attacker

in an open or half open wormhole from declaring that it moves back and forth between

two ends of the wormhole and forwards the packets. If the proposed mechanism can be
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integrated with IDS, this attack can be detected by examining the anomaly in the node

movement patterns. Under that condition, the restriction of Tlife can be loosened and

replaced by a more generic time window duration.

In the proposed mechanism, wormhole detection is conducted in a pro-active manner.

We may expect that a reactive wormhole detection mechanism will cause less commu-

nication and computation overhead. To enable this update, the mechanism needs to be

combined with the intrusion detection systems so that it will be activated when suspicious

conditions are discovered.

In the proposed mechanism every mobile node acts individually to detect wormholes.

The computation overhead and detection accuracy can be further improved if the nodes can

share the knowledge securely and cooperate on the detection operations. Mechanisms will

be designed to enable this information exchange procedure and to verify the authenticity of

the information. The mechanisms can also be applied to defend against wormhole attacks

conducted by a group of collusive attackers.

Geographic based wormhole detection can be viewed as an example of the emerging

Location Based Services (LBS). One security concern of LBS is the disclosure of the

location and movement patterns of a mobile node. For example, in COTA, the destination

has the real time location information of the source and every intermediate node. This

may conflict with the privacy concerns of some users. A potential extension is to use a

“shadow” position to replace the real item while keeping the distance among nodes the

same. The work is motivated by the research in multi-dimensional scaling [80]. It allows

the nodes to take advantages of LBS while achieving privacy preservation.

3.10 Conclusion

The classification of wormhole attacks on ad hoc networks constructs a basis on which

the detection mechanisms can be examined and compared. It divides the attacks into three

groups: closed, half open, and open. The previous solutions focus on the prevention of

closed wormholes. This leads to the requirement of a more generic approach.
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An end-to-end mechanism is presented that can detect closed, half open and open

wormholes. To reduce the storage and computation overhead, we present a new scheme,

COTA, to manage the detection information. It records and compares a part of the 〈time,

position〉 pairs. With a suitable relaxation, COTA has the same detection capability as the

end-to-end mechanism. Through adjusting the cell size and time slot length, a node can

control the resources that it wants to put on wormhole detection.

The schemes to control communication overhead are studied. Through adjusting the

frequency to send detection packets, the longest interval between position information of

any intermediate node is guaranteed. To improve the scalability of the proposed mech-

anism, the destination can select a part of the nodes to attach their wormhole detection

information.

The practicability of the proposed mechanism is examined using both simulation and

experiments on real mobile devices. The false alarm ratio can be controlled by adjusting

the parameters such as the sensitivity and the added offset. When the sensitivity is

30m, a Compaq iPAQ 3630 with 206M Hz CPU and 64M RAM can use 0.28% of its

CPU to accomplish the wormhole detection on a 10-hop route. COTA does not depend on

a specific authentication mechanism. It can be combined with other approaches such as

TESLA to construct new wormhole detection mechanisms.

The immediate extensions to our work consist of two parts. First, we propose to com-

bine the mechanism with the location based routing protocols. Second, new schemes to

reduce the detection packet frequency and byte overhead are under development. They

will lead to a generic, efficient approach that helps the ad hoc networks to defend against

the wormhole attacks.
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4 VISUALIZATION OF WORMHOLES IN SENSOR NETWORKS

4.1 Introduction

The malicious nodes can conduct wormhole attacks on sensor networks. Since the

sensors use a radio channel to send information, the malicious nodes can eavesdrop the

packets, tunnel them to another location in the network, and retransmit them. This gener-

ates a false scenario that the original sender is in the neighborhood of the remote location

and it will mislead the understanding of the local network topology. An example of the

wormhole attack on an underwater sensor network is illustrated in Figure 4.1.

Compared to the nodes in ad hoc networks, the sensors usually have less resource on

computation capability, network bandwidth, and storage. Therefore, the wormhole attacks

will impact the sensor network performance to a larger extent. The simulation results

in [24, 81] show that when there are more than two wormholes in the network, more than

50% of the data packets will be attracted to the fake connections and get discarded.

The previous approaches for wormhole detection in ad hoc networks [22–24] usually

require the mobile nodes to be equipped with some special hardware, such as positioning

devices, synchronized clocks, or directional antennas. Although the progresses in inte-

grated circuit design and hardware manufacture will make these devices become cheap,

small, and power efficient enough to fit in sensors in the future, an approach that does not

require any special hardware is expected at this stage.

In this chapter, we present a family of approaches, visualization of wormholes, to

defend against such attacks on sensor networks. First, we study the problem in a static, two

dimensional sensor network. The proposed mechanism, MDS-VOW (Multi-Dimensional

Scaling - Visualization Of Wormhole), does not require the sensors to be equipped with

special hardware. It reconstructs the network using multi-dimensional scaling and detects

the wormhole by visualizing the anomalies introduced by the attack.
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Figure 4.1. Wormhole attacks in underwater sensor networks

MDS-VOW consists of four steps: (1) It uses the inaccurate distance measurements

between the sensors that can “hear” each other (might through a wormhole) as inputs to

estimate the distance between every sensor pair. (2) Using multi-dimensional scaling, we

reconstruct the network of sensors and calculate a virtual position for each of them. (3) A

surface smoothing mechanism is adopted to compensate the impacts of distance estimation

errors on the reconstructed network. The mechanism will preserve the features that are

introduced by the wormhole. (4) The shape of the reconstructed network is analyzed and

the fake neighbor connections will be identified.

For wormhole detection in a more complicated scenario, we study the problem in un-

derwater sensor networks. Two features are of special interest: (1) the slow propagation

speed of acoustic signals in water, (2) the node movement and topology changes caused

by water current. We propose a distributed approach, Dis-VoW (Distributed Visualiza-

tion of Wormhole), to defend against such attacks. Every sensor will collect the distance

estimations from its neighbors and reconstruct the local network within two hops using

multi-dimensional scaling. Dis-VoW then uses the distortions in edge lengths and angles

among neighbor sensors in the reconstructed networks to detect the wormholes.

Dis-VoW consists of four steps: (1) Every sensor will estimate the distances to its

neighbors using the round-trip time of the acoustic signals. (2) Through broadcasting these
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Figure 4.2. Impacts of wormholes on global reconstruction of 2D networks

distances, every sensor will be able to use MDS to reconstruct the local topology within

two hops. (3) Every sensor will examine the reconstructed local network. If distortions

are discovered, wormhole detection method will be activated so that the fake neighbor

connections can be located. (4) The detected wormholes will be avoided during routing

discovery and packet forwarding so that the network safety and performance is preserved.

Before presenting the details of the mechanisms, we use several examples to illustrate

the impacts of wormholes on network reconstruction using MDS in Figure 4.2 and 4.3.

Figure 4.2a shows the original, static, 2D sensor network and the sensors are deployed on

the grids in a circle area. Figure 4.2b shows the reconstructed network using MDS when

no wormhole exists and its layout is almost the same as the original network. In Figure

4.2c and 4.2d, the wormhole will pull the sensors at the two ends to each other through

the fake connection, and results in a bent surface. Through detecting the bending feature,

MDS-VOW will identify the fake connections and locate the wormhole.

The impacts of wormholes on the reconstruction of a 3D network are illustrated in

Figure 4.3. Figure 4.3a shows the original layout when the sensors are placed as a 11×11×
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3 grid. A part of the neighbor connections are shown as lines to assist the understanding

of the topology. Figure 4.3b shows the global reconstruction of the network using MDS

when there is no wormhole in the network. The layout is almost the same as the original

network. In Figure 4.3c, a wormhole links two sensors that are faraway from each other

and MDS bends the reconstructed network to fit the fake connection. In Figure 4.3d and

4.3e, we show the reconstruction result of a local network within two hops to a sensor,

without and with a wormhole in it, respectively. In the reconstructed layouts, we can

easily see the distortions caused by the fake neighbor connection. Dis-VoW will allow

every sensor to detect the distortions and use them to locate the wormhole.

(a) original sensor layout: a 11 × 11 × 3 grid. (b) global reconstruction with no wormholes.

(c) global reconstruction with one wormhole. (d) (e)

Figure 4.3. Impacts of wormholes on global and local reconstruction of 3D networks

As we will demonstrate, the proposed mechanisms can effectively identify the fake

neighbor connections. The contributions can be summarized as follows: (1) They do not

require the sensors to be equipped with any special hardware. Therefore, the deployment

of the methods will not increase the hardware costs. (2) Techniques from social science,

computer graphics, and scientific visualization are integrated to solve network security

problems. (3) In Dis-VoW, every sensor reconstructs the network and detects the worm-

hole locally. Therefore, the computation and storage overhead is affordable for a weak

node such as a sensor. The reconstructed network is an arbitrary rotation and translation
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of the original layout. Since the detection methods focus on the shape of the network

instead of the coordinates of the sensors, we do not require the deployment of “anchors”

that are equipped with positioning devices.

The remainder of the chapter is organized as follows: In Section 4.2, we review the

related work. Section 4.3 and 4.4 describe the details of MDS-VoW and Dis-VoW, respec-

tively. Section 4.5 and 4.6 present the experimental results acquired through simulation.

Two scenarios, grid placement and random placement of the sensors, are studied. Section

4.7 discusses the impacts of node density, safety of the proposed mechanisms, and the

frequency to conduct wormhole detection. Section 4.8 concludes the chapter.

4.2 Related work

4.2.1 MDS and its applications in wireless networks

Multi-dimensional scaling was originally a technique developed in the behavioral and

social science for studying the structure of objects. The inputs to MDS are the measures

of the difference or similarity between object pairs [82]. The output of MDS is a layout

of the objects in a low-dimensional space. In this chapter, the input is the distance matrix

between the sensors. The mechanism can reconstruct the network and calculate a virtual

position for each sensor. We adopt the classical metric MDS in the proposed mechanisms,

in which the distances are treated as in a Euclidean space. More details of MDS can be

found in [80, 82].

MDS has been applied to solve the localization and positioning problems in wireless

networks. In [83], a solution using classical metric MDS is proposed to achieve localiza-

tion from mere connectivity information. The algorithm is more robust to measurement

errors and requires fewer anchors than previous approaches. A distributed mechanism

for sensor positioning using MDS has been presented in [84]. It develops a multi-variate

optimization-based iterative algorithm to calculate the positions of the sensors. Another

approach [85] for sensor network localization applies semi-definite programming relax-

ation to minimize the errors for fitting the distance measurements.
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4.2.2 Wormhole detection in ad hoc networks

Different approaches that adopt positioning devices [22], accurate clocks [23], or di-

rectional antennas [24] have been proposed. A detailed description of these methods can

be found in Chapter 3.

4.2.3 Underwater sensor networks

There has been an increasing interest in monitoring the marine environment for sci-

entific exploration, commercial exploitation, and coastline protection. The ideal vehicle

for these applications is a scalable underwater sensor network, which employs a large

number of distributed, unmanned, and untethered wireless nodes to locally gather infor-

mation in a timely manner. Some preliminary research has been conducted in [86–88].

This self-organizing, self-reconfigurable network provides effective supports in sensing,

monitoring, and reconnaissance.

The underwater sensor network paradigm is different from the existing land-based

sensor networks. The acoustic link features a long latency and a low bandwidth, while

the sensor nodes are with low or medium group mobility due to water current. Extended

research is required for security enforcement in this scalable environment to protect the

localized sensing and coordinated networking.

4.2.4 Distance estimation between wireless nodes

Several mechanisms have been developed to estimate the distance between wireless

nodes. The proposed solutions include received signal strength [89], Time-of-Arrival and

Time Difference of Arrival [23, 90, 91], and triangulation [92, 93].

Among them, Received Signal Strength Indicator is the most cost-efficient method

because it does not require any extra hardware on the node. One disadvantage, however,

is that the measured distance can be inaccurate. For example, an estimation error from

5% to 40% of the radio range has been assumed in [94]. The estimation accuracy can be
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improved by establishing a more accurate signal propagation model or using the stability

of the strength difference at various points. In MDS-VOW, we adopt a mechanism from

computer graphics to smooth the reconstructed network and compensate the impacts of

the measurement errors.

Since the acoustic signals transfer very slowly in water (about 1500m/s), the sensors

can use a not-so-accurate clock to measure the round-trip time of a packet transfer and

estimate the distance between two nodes. We assume that the clock drift does not exceed

a maximum value ρ. If in real world the length of a time duration is t , and C is the value

measured by a sensor, we have: 1 − ρ ≤ dC
dt

≤ 1 + ρ. The clocks embedded in wireless

nodes can easily achieve a relative accuracy of ρ = 10−6 [95]. If the direct communication

range of the acoustic channel is 150m, the measurement error of the round-trip time is

shorter than 0.2µs. We have developed a single round protocol to estimate the upper

bound and lower bound of the distance between two sensors. The protocol is discussed in

Section 4.4. More details and the correctness and robustness analysis can be found in [81].

4.2.5 Key distribution in sensor networks

During the distance estimation procedures, both the challenges and the replies should

be protected by the secret keys. To avoid one compromised sensor leading to the col-

lapse of the whole system, we do not assume the adoption of group communication keys.

Therefore, either pairwise keys or pre-distributed secrets can be adopted to protect the

information. If pair-wise keys are used, the secrets can be determined before the sensors

are deployed [69]. The disadvantages are the fast increase of the number of keys and the

difficulty to update them when new sensors are added. A random key pre-distribution

approach for sensor networks is proposed in [96], which allows any pair of sensors to

share a key with a certain probability. Various approaches have been proposed to improve

the safety and key sharing probability. The adopted methods include q−composite and

multi-path key reinforcement [97], Co-operative protocol [98], the usage of Blom’s key

pre-distribution scheme [99], pseudo random function, and bivariate polynomials [100].
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4.3 MDS-VOW: A centralized approach

4.3.1 System assumptions

We assume that the links among sensors are bidirectional and two neighbor sensors

can always send packets to each other. This assumption will hold under most conditions

when the power of the sensor has not been exhausted. We assume that two sensors are

neighbors when the distance between them is shorter than r, where r is defined as the

radio range.

To use MDS to reconstruct the network layout, we assume that the sensors and their

neighbor relations construct a connected graph, for example, a path exists between every

sensor pair. The density of sensors may also impact the network reconstruction, and we

give more discussion on this problem in Section 4.7.

We assume that a special node exists in the sensor network, which is called the “con-

troller”. The controller can accomplish the O(n3) operations required by the MDS mecha-

nism in a short period of time when there are n sensors in the network. In our experiments,

we use a PC with 1.8G CPU and 512M RAM as the controller. When n ≈ 400, it takes

the machine a few seconds to reconstruct the network. When the controller broadcasts a

message with full power, all sensors in the network can receive the data. On the contrary,

only the sensors within the radio range to the controller can directly communicate to it.

Others need to send their packets through the multi-hop routes. The adoption of the cen-

tralized controller impacts the scalability of MDS-VOW. Extending the mechanism to a

distributed approach is discussed in the next section.

We assume that the sensors are not self-movable. Therefore, once deployed, the route

changes are mainly caused by the “dead” or broken of the sensors. Extending MDS-VOW

to a movable environment is discussed in the next section.

The sensors broadcast the neighbor discovery beacons at the same power level so that

the neighbors can estimate the distances using the received signal strength. The sensors

report the list of nodes that they can hear and the estimated distances to the controller.

We assume that the controller and the sensors share a group key. This key is only used to
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protect the traffic generated by MDS-VOW and it is mainly used during network bootstrap.

Therefore, the time duration and the amount of traffic that a malicious node can acquire to

break the key is limited. The key can be determined before the sensors are deployed [69].

The sensors estimate the distances with the received signal strength. The accuracy of

the estimation is impacted by various factors, such as the terrain, background noise level,

or even the weather condition. We model the measurement errors as uniform noises. With

an error rate em, if the real distance between two sensors is d (d ≤ r), a random value

drawn from the uniform distribution [d× (1− em), d× (1 + em)] is used as the measured

distance. If the chosen value is smaller than 0 or larger than the radio range, 0 or r will be

used respectively. In our experiments, we examine different values of em from 0 to 0.8.

4.3.2 Network bootstrap

As we discussed before, the sensors send the list of nodes that they can hear and the

distance estimations to the controller. The list may include both the real neighbors and the

fake ones through the wormholes. Since the data is transferred through multi-hop routes

and the detection has not been conducted, these routes could be controlled by wormholes

and the data could become the target of the attacks. If the information cannot reach to

the controller, the detection accuracy of MDS-VOW will be impacted. To prevent this

problem, the network bootstrap is conducted as follows.

After sensor deployment, the controller will broadcast a route discovery packet to the

sensors within the radio range r and mark the path length to itself as 0. The sensors

receiving the packet will increase the path length by one and re-broadcast it. With every

sensor remembers the previous hop, increases the path length by one, and re-broadcasts

the packet, the routes to the controller will be established. If multiple packets are received

by a sensor, it will use the one with the shortest path length. These routes can only be used

to send the sensor lists and distance estimations for wormhole detection. Once the fake

connections are excluded and the real neighbors are known to every sensor, other routing

protocols can be adopted for sensing data transfer.
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After measuring the distances to the sensors that it can hear and sending the informa-

tion to the controller, every sensor will put itself in an “idle” state until a reply from the

controller is received. In this state, a sensor will not forward packets for other nodes except

the sensor lists and distance estimations. The controller examines the received packets and

broadcasts a list with full power that includes the sensors whose information has not been

received. These sensors, worrying about that their packets will get lost again, will flood

the network with their information. The controller has a good chance to get the flooded

packets. MDS-VOW will ignore the sensors whose packets are still not received.

For every sensor pair that can hear each other, the controller calculates the average of

the two estimated distances and uses it in MDS. A connection will be ignored if none of

the estimations or only one of them is received. Then the controller will execute MDS-

VOW to identify the fake connections. It will send a reply with full power to every sensor

and the reply includes the sensor’s non-suspicious neighbors. After receiving the reply,

the sensor will switch to the “operation” state and only uses the non-suspicious neighbors

during route discovery and packet forwarding. Those neighbors that can be heard but fail

to pass the detection will not be used. Therefore, a neighbor connection must be examined

by MDS-VOW before it is adopted by the sensors. The attackers cannot hide the fake

connections from the controller if they want the fake connections to be used.

After the execution of MDS-VOW, other routing protocols can be adopted to establish

routes and transfer data as long as the sensors only use the non-suspicious neighbors. Since

we assume that the sensors are not self-movable, there should not be any new neighbors

appearing during the network operation. Therefore, MDS-VOW does not need to be run

repeatedly when the sensors adapt to the route changes.

The packets transferred for MDS-VOW are protected by the group key. Message au-

thentication code (MAC) can be calculated and attached to the packets to protect their

integrity. Some sensors may stay in the “idle” state and cannot operate properly if they

fail to get the replies. With the high density of sensors, their impacts on sensing coverage

and routing are restricted.
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4.3.3 Building blocks of MDS-VOW

Network reconstruction

The proposed mechanism uses the measured distances between the sensors that can

hear each other to reconstruct the network layout. For every such pair, both sensors will

estimate the distance and send it to the controller. The controller calculates the average

value and puts the result at the suitable positions in the distance matrix. If the average

value is larger than the radio range, r will be used in the matrix. The distance from a

sensor to itself is 0. After the distances between the sensor pairs that can hear each other

are calculated, a classical shortest-path algorithm, such as Dijkstra’s algorithm, can be

applied to calculate the shortest distance between every sensor pair. When all positions

in the distance matrix have been filled, MDS can be applied to rebuild the network and a

virtual position for every sensor will be generated.

Distance error compensation

The distance estimation errors have a significant impact on network reconstruction.

As an example, Figure 4.4 shows the results of MDS when the sensors are deployed in

a circle area as in Figure 4.2a. No wormhole exists in the network and the error rate em

increases from 0.2 to 0.8. From the results, we find that mechanisms must be designed to

compensate the errors while preserving the features that are introduced by the wormholes.

We propose to apply the smoothing algorithm for the reconstructed 3D surfaces [101,

102] to accomplish the task. The mechanism consists of two steps: (1) it calculates a

fitting plane for every sensor based on the coordinates of itself and its neighbors, (2) a new

position of the sensor is determined by the old coordinate and its projection on the fitting

plane. The details are discussed as follows.

For a sensor whose position is s, the positions of its k neighbors are represented as N0

to Nk−1. We first calculate the center of these k + 1 nodes as:

c =
s +

∑
Nj

k + 1
, j = 0 · · ·k − 1 (4.1)
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em = 0.2 em = 0.4

em = 0.6 em = 0.8

Figure 4.4. Impacts of distance measurement errors on network reconstruction

The fitting plane of s will pass the center. Besides a point on the plane, we also need

to calculate its normalized vector vs. Using the positions of these k + 1 sensors and the

center, we can construct a 3 × 3 matrix as:

M =
k−1∑

j=0

(Nj − c)(Nj − c)T + (s − c)(s − c)T (4.2)

M is a symmetric, positive semi-definite matrix and it has been shown in [102] that the

unit eigenvector corresponding to the smallest eigenvalue of M is the normalized vector

vs of the desired plane. The eigenvalues can be calculated by the QR factorization [103].

With the calculation of c and vs, the fitting plane T for s is determined.

If two sensors s and s′ are close to each other and the local surface is relatively flat,

the fitting planes T and T ′ are nearly parallel. In other words, the point product of the two

normal vectors has a value close to 1 or -1. On the contrary, if the surface close to s is very

“bumpy”, the normal vectors of T and T ′ may vary greatly. After calculating the fitting
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Figure 4.5. Smoothing the reconstructed network

planes, we generate a value p for every sensor to describe the smoothness of the nearby

surface. For s and its neighbors N0 to Nk−1, we define:

ps =

∑
|vs · vNj

|

k
, j = 0 · · ·k − 1 (4.3)
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Since all vectors are normalized, ps has a value between 0 and 1. The larger the value

is, the more smooth the local surface is. The projection of s on T is represented as sT . We

smooth the reconstructed network by calculating the new position of s as:

news = ps × s + (1 − ps) × sT (4.4)

Examples of the smoothing procedure are shown in Figure 4.5. If the local surface is

flat, c will also be on the same plane and ps is close to 1. Therefore, news will almost be

at the same position as s, as shown in Figure 4.5a. On the contrary, if the local surface

fluctuates a lot, the normal vectors of the neighbors will point to all different directions.

The new position will be close to sT , as shown in Figure 4.5b. Different from the “bumpy”

features caused by the measurement errors, the bending feature of the network is caused

by the fake neighbor connections through the wormhole. Its impacted area is much larger

than a sensor and its neighbors. It will not be removed by the smoothing operations that

focus on a small area of the network and the results can be seen in Figure 4.5c and 4.5d.

Detection of wormhole

The results in Figure 4.5 show that if no wormhole exists in the network, the recon-

structed surface after smoothing will be relatively flat. However, if two sensors are linked

by a wormhole, the MDS mechanism will bend the reconstructed surface to fit the fake

connection and minimize the fitting errors. If we imagine the network as a pie of soft

rubber, the wormhole can be viewed as a “string” that pulls two sensors to each other and

leads to the distortion of bending. Detecting the bending feature caused by the wormhole

and locating the ends of the “string” will help us to identify the fake neighbor connections.

Figure 4.6 shows a reconstructed surface and the enlargement of the fake connection

and its nearby areas. We find that the fake connection through the wormhole and the

neighbor sensors at both ends will form a two-ended torch structure. This structure can be

detected by examining the angles between the fake connection and the planes determined

by the neighbor sensors. For example, the fake connection in Figure 4.6 is almost vertical

to the plane A1A3A5 and B1B2B3. In MDS-VOW, we first derive a normalized torch
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Figure 4.6. The two-ended torch structure caused by a wormhole

counter for every connection based on the two-ended torch structures that it forms. Us-

ing the counters of the connections that a sensor is involved in, we define a wormhole

indicator for every sensor. MDS-VOW then labels the connections between two sen-

sors with large wormhole indicators as fake connections. The details are described as

follows.

Assume that a sensor s can hear other k sensors as N0 to Nk−1. For every connec-

tion sNj (j = 0 · · ·k − 1), we calculate the number of two-ended torch structures that

it forms. We assume that the neighbors of s can determine g different planes, and the

neighbors of Nj can determine h different planes. We choose one plane from each set

and examine the angles between the connection sNj and the planes. When both angles

are ≥ 3π
8

, we count it as a two-ended torch structure. We examine all gh combinations.

Since the number of the planes determined by the neighbors may vary greatly, the counter

for sNj is then normalized by dividing gh. We define this normalized number as the

normalized torch counter of the connection sNj . When we have calculated the counters

for all the connections sNj (j = 0 · · ·k − 1), we define the wormhole indicator of s as

max{counter of sNj, j = 0 · · ·k − 1}. As the examples of the proposed mechanism,

we demonstrate the wormhole indicators of the sensors in different network scenarios in

Figure 4.7.

From Figure 4.7 we find that the sensors close to the ends of the wormhole can be

easily identified. MDS-VOW then labels the connections between two sensors that have

large wormhole indicators as fake connections. In our experiments, we set the threshold
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(c) A wormhole exists between sensor A and C
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(d) A wormhole exists between sensor A and D

Figure 4.7. Wormhole indicators of the sensors in different network scenarios
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at 0.6. The advantage of this method is that the sensors, no matter where their positions

are in the network, can be handled in a uniform way. The disadvantage, however, is that

some real neighbor connections may be wrongly accused as wormholes and false positive

alarms will be introduced into the system. We study this problem in Section 4.5.

4.3.4 The MDS-VOW algorithm

With the readiness of all building blocks, we now walk through the steps of the MDS-

VOW algorithm.

1. Every sensor estimates the distances to the nodes that it can hear and reports them

to the controller.

2. The Dijkstra’s algorithm is applied to calculate the distance between every pair of

sensors and the distance matrix of the network is constructed.

3. Using the classical metric MDS method, MDS-VOW reconstructs the layout of the

network and calculates a virtual position for each sensor.

4. Smoothing mechanism is applied to compensate the impacts of the measurement

errors. The mechanism will preserve the feature that is introduced by wormhole.

5. The wormhole indicator of every sensor in the reconstructed network is calculated.

The fake neighbor connections through wormholes are identified.

6. The fake connections are distributed to the sensors by the controller. These connec-

tions will be avoided during routing and packet forwarding.

4.4 Dis-VoW: A distributed approach

4.4.1 System assumptions

We study the distributed visualization of wormholes (Dis-VoW) in the underwater sen-

sor networks. Two underwater sensors are considered as neighbors when the distance be-
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tween them is shorter than r, where r is defined as the communication range. We assume

that the links among sensors are bidirectional and two neighbor sensors can always send

packets to each other. The assumption will hold when the power of the sensors has not

been exhausted.

To use MDS to reconstruct the local network, we assume that the sensors are dense

enough and there is no partition in the network, i.e. a path exists between every sensor

pair. At the physical layer, we assume that omni-directional acoustic transmission and

reception devices are adopted.

The computation complexity of MDS is O(n3), where n is the number of sensors

in the reconstructed network. We have conducted some experiments and run the MDS

program on a PC with 400MHz CPU and 256M RAM. We use two bytes to represent a

distance between two sensors, which can provide an accuracy of 0.1m in a 1km3 cube

area. When n = 75, the machine will use 11.25 KByte to store the 75 × 75 distance

matrix and it takes the machine a few seconds to reconstruct the network. Moreover, if

we adopt the key distribution methods discussed in Section 4.2, the integrity and safety of

the distance measurement packets can be protected by symmetric encryption or one way

functions. The computation overheads of these methods on real mobile devices have been

studied in [22, 81]. Therefore, both the computation and storage overheads of the local

reconstruction are affordable to a mobile device such as an iPAQ PDA.

Since most acoustic systems operate at the frequency below 30KHz, the available

bandwidth of a channel is very limited. For example, the highest value reported so

far is around 1Mbps at the range of 60m radius [104]. As surveyed in [105], research

systems and commercial systems have highly variable link capacities but the attainable

range × rate product can hardly exceed 40km-kbps. Long-range acoustic signals that

operate over several tens of kilometers may have a capacity of only several tens of bits per

second, while a short-range system operating over several tens of meters may have tens of

kilobits per second. In our simulation, we set the communication range at 150m and the

link rate is 200 kbps.
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An important feature of underwater sensors is their moderate mobility. When the

impacts of water current are considered, the sensors show a group movement as well as

the changes of relative distances. The speed of ocean currents has been studied in various

projects [106, 107]. The reported standardized speed ranges from 0.02 to 1.5m/s. In our

study, we set the sensor movement speed at 1−1.2m/s (about 2 knots). These settings can

be replaced with minor efforts when a more accurate movement model of the underwater

sensors becomes available.

4.4.2 Building blocks of Dis-VoW

Distance estimation between neighbor sensors

After deployment, every sensor needs to measure the distances to its neighbors so that

the values can be used in local reconstruction. Since the propagation speed of acoustic

signals in water is relatively slow, the clock drift has a very limited impact on the mea-

surement accuracy. Therefore, we adopt a Time-of-Arrival approach to accomplish this

task. We assume that two neighbor sensors have known each other’s identity and a shared

secret has been determined using the methods in Section 4.2. To reduce the impacts of

node movements on the measurement accuracy, we propose a one-round protocol to de-

termine the upper and lower bound of the distance between two sensors.

A Prover P and a V erifier V try to measure the distance between them and they

share a secret key KPV . We assume that the real distance between them is dPV , the

measured value is dPV , the signal propagation speed is v, the channel bandwidth is w, and

symmetric encryption is adopted. The protocol executes as follows:

1. V chooses a random nonce x and uses the encryption function e to calculate the

L′-bit challenge that includes eKPV
(x). V sends the challenge to P and starts its

clock at local time t0 when the first bit of the challenge is transferred.

2. P applies KPV to decrypt the challenge and get x. Then P uses a one way hash

function h to calculate the L-bit reply that includes h(x) and sends it back to V .
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3. V stops the local clock at t1 when the last bit of the reply is received. It returns

T = t1 − t0.

Using the hash result in the reply avoids the potential attacker to get both the plain

text and cipher-text of x. If V sends out the challenge at t0, the Prover P will receive the

challenge at dPV

v
+ L′

w
+t0. If the sum of the calculation time and the cross layer processing

delay in P is Tcal before the reply is sent back, V will get the reply at t0+
2dPV

v
+L′+L

w
+Tcal.

We find that the estimation of Tcal will impact both the upper bound and lower bound of

the distance.

Tcal is impacted by various factors such as the CPU speed of the sensor, available

memory, and the number of events to be processed before the current task. If the shortest

processing time Tmin and the longest latency Tmax can be pre-determined, we will have:

(T − (L + L′)/w − Tmax) · v

2
≤ dPV

≤
(T − (L + L′)/w − Tmin) · v

2
(4.5)

The computation time in P is easy to estimate. We assume that the sensors adopt

a 8-round RC5 [108, 109] encryption method, whose security analysis can be found in

[110]. RC5 has been combined with TinyOS [111] in several projects [112, 113]. The

experiments show that it takes an iPAQ 3670 PDA 8 µs to decrypt a 128-bit data block.

The computation efficiency of the hash function on a similar device has been studied

in [22], which shows that 220K times hash calculation can be accomplished in one second.

Therefore, the calculation in P can be accomplished within 20 µs.

The cross layer processing delay depends on the workload of the sensor and it is more

difficult to estimate. To restrict the impacts of Tcal on the distance estimation accuracy, we

adopt an alternative approach. Every Prover P will start a local timer when it receives

the last bit of the challenge. If the challenge has stayed in P for a time longer than Thold

and the reply has not been sent back yet, P will discard the reply and cancel the distance

estimation. The V erifier V will try this procedure later. In this way we can choose a

suitable value of Thold so that the error of dPV can be pre-determined and both the upper
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and lower bound of the distance can be derived. In our experiments, we set Thold to 2 ms

so that the error of the measured distance is shorter than 3m.

Local reconstruction

After measuring the distances to its neighbors, a sensor will broadcast these values in a

packet. The packet will include four parts: the sender’s identity, the neighbors’ identities,

the distances, and the keyed hash values to protect the integrity of the information. For

example, a sensor s will broadcast (s, (s1,dss1
), · · · , (sq, dssq

), hKss1
(s, (s1, dss1

), · · · , (sq ,

dssq
)), · · · , hKssq

(s, (s1, dss1
), · · · , (sq , dssq

))), where s1 to sq are the neighbors.

After receiving the distance reports from its neighbors, a sensor will become aware of

the network topology within two hops and it can reconstruct the local network using MDS.

For those connections whose measurements from both ends are available, s will calculate

the average value and put the result at the suitable positions in the distance matrix. If the

measured distance is larger than the communication range, this neighbor relation will be

aborted to avoid wormholes. The distance from a sensor to itself is 0. After the distances

between the sensor pairs that can hear each other are calculated, a classical shortest-path

algorithm, such as Dijkstra’s algorithm, can be used to calculate the shortest distance

between every sensor pair. When all positions in the distance matrix have been filled,

MDS can be used to rebuild the network and a virtual position for every sensor will be

generated. The local reconstruction results under two different scenarios (attack-free and

under attack) are illustrated in Figure 4.3d and 4.3e.

Detection of wormhole

In this part, we first explain the distortions in the reconstructed networks that are

caused by the wormholes from a mathematical view. Experimental results are then pre-

sented to support the analysis and to illustrate how the distortions can be used to locate the

wormhole and identify the fake neighbor connections.
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Figure 4.8. Generate Bi from the distance matrix D

If we have n sensors in the network, we can generate a n × n distance matrix D, as

shown in Figure 4.8, in which every item dj−k represents the distance between sensor j

and k. If we choose sensor i as the origin of a space, we can build a (n − 1) × (n − 1)

matrix Bi in which every item bjik is determined as:

bjik =
1

2
(d2

i−j + d2
i−k − d2

j−k) (j, k
�
= i) (4.6)

This value can be viewed as the scalar product of the vectors
−→
ij and

−→
ik . Since the three

sensors i, j, and k will form a triangle, we can apply the cosine law and get the following

result.

bjik = di−jdi−k cos θjik (4.7)

Young and Householder [114] have shown that this matrix Bi can be factored as Bi =

XiX
T
i , in which Xi is the coordinate matrix of the sensors in the space with sensor i

as the origin. The original analysis assumes that the distances among the sensors are

accurate. For the scenarios in which the distances are fallible, an error matrix can be

added to achieve the least squares bias.

With this analysis, a simple example can be used to illustrate the impacts of a worm-

hole on the local network reconstruction. We assume two groups of sensors: sensor s and

its real neighbors s1 to s5, and sensor u and its real neighbors u1 to u5. The two groups

of sensors are far away from each other in the real network and their layouts are shown

in Figure 4.9a and 4.9b. Now we assume that a wormhole attack is conducted and a fake

neighbor connection has been established between s and u. We choose sensor s as the

origin of the space and generate the matrix Bs to illustrate the impacts of the wormhole.
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Figure 4.9. Distortions in local reconstruction

Let us consider the triangle constructed by sensors s, u, and s1. Since su is the only

fake neighbor connection generated by the wormhole, we can use the Dijkstra’s method

to calculate ds1u as ds1u = dsu + dss1
. Therefore, we have:

bs1su =
1

2
(d2

ss1
+ d2

su − d2
s1u)

=
1

2
(d2

ss1
+ d2

su − (dss1
+ dsu)

2)

= −dss1
dsu (4.8)

Since bs1su should also be equal to dss1
dsu cos θs1su, we find that to fit this value in the

matrix Bs we need to have cos θs1su = −1. The wormhole will move node s1 to the exten-

sion line of us so that the angle between −→ss1 and −→su can be equal to π. Similar condition

will happen to the other neighbors s2 to s5, and u1 to u5. Since the real neighbor connec-

tions among these sensors will try to preserve the original layout during reconstruction,

the final reconstruction result will be the joint impact of these two factors, as shown in

Figure 4.9c.

From this example, we find that the wormhole can be viewed as an extra force that

will push the sensors away from their original positions, thus leading to the following

distortions: the distances and angles between the neighbor sensors in the reconstructed

network will be very different from the values in the real layout. A good estimation of the
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distances and angles in the real layout can be acquired using the measured distances from

Section 4.4.2. Below we present the experimental results to show these distortions.

We adopt a grid placement of sensors as shown in Figure 4.3a. Four different scenar-

ios in local reconstruction are considered: (1) no wormhole exists within two hops, (2)

one wormhole exists, (3) two independent wormholes exist, (4) multiple fake neighbor

connections through the same wormhole exist.

Table 4.1

Distortions in edge lengths

Scenarios diff / r

no wormhole 5.3%

one wormhole 24.7%

two wormholes 24.3%

one wormhole

multiple connections 25.6%

The distortions in edge lengths can be measured by the average difference between

the estimated distances between neighbor sensors and the length of the connections in the

reconstructed network. If the measured distance between two neighbor sensors j and k

is djk and the length of the reconstructed connection is d′
jk, the average difference can be

calculated as:

diff =

∑

||djk − d′
jk||

m
, (4.9)

where m is the total number of neighbor relations in the reconstructed network. The ratios

between diff and the communication range r under different scenarios are shown in Table

4.1. We find that when no wormhole exists in the local network, the reconstruction result

will preserve the distances between sensors very well. On the contrary, as soon as the

wormhole is included, the average difference will have a sharp increase. We can use this

increase to detect the existence of a wormhole in the reconstructed local network.
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The distortions in angles can be used to locate the fake neighbor connections. In the

example shown in Figure 4.9, the real neighbors of node s will be moved to the extension

line of us, which will lead to the decrease of the angles between these sensors. For every

such an angle, two values can be determined: (1) θM , which can be calculated based on

the measured distances from Section 4.4.2; (2) θR, which can be acquired from the recon-

structed network. The distortions in angles can be measured by the differences between

these two groups of values.

We define a new variable wormhole indicator for every sensor i based on the differ-

ences in angles:

wormhole indicator(i) =

∑

θdiff−jik

q(q − 1)
;

θdiff−jik =







0, if θM−jik − θR−jik ≤ θth;

1, if θM−jik − θR−jik > θth.
(4.10)

where i, j and k are neighbors, and q is the degree of connectivity of sensor i. From the

definition we find that wormhole indicator is a normalized variable with the value range

[0,1]. Every sensor will calculate the wi value of itself and exchange it with the neighbors

to locate the fake neighbor connections.

θth in equation 4.10 represents the threshold that is used to distinguish the changes in

angles caused by the distance measurement inaccuracy from the distortions caused by the

wormholes. In our simulation, θth has a format of c · vThold

0.5r
, in which vThold represents

the distance measurement inaccuracy, r is the communication range, and c is a constant.

When Thold is not very long, vThold

0.5r
roughly describes the change in angles caused by the

distance measurement inaccuracy. In our simulation, we set c = 4.

We have conducted extended simulation and the wormhole indicator values under

different scenarios are illustrated in Figure 4.10. For the clearance of the section, we show

the wi values of the sensors in different layers separately. Every illustrated wi value is

calculated by the sensor itself. From the figures, we find that the ends of the wormholes

have the largest distortions in angles and they can be easily identified. In the following
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(a) Global reconstruction result and the view of wormhole

indicator values in a 3D space when one wormhole exists.

10 wi value end of wormhole

bottom layer middle layer top layer

(b) wormhole indicator values when no wormhole exists.

(c) wormhole indicator values when one wormhole exists.

(d) wormhole indicator values when two wormholes exist.

(e) wormhole indicator values when nine fake neighbor

connections go through the same wormhole.

Figure 4.10. wormhole indicator values under different scenarios
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experiments, a neighbor connection will be labeled as a wormhole if both ends of the link

have a wormhole indicator larger than 0.3.

4.4.3 The Dis-VoW algorithm

With the readiness of all building blocks, we now walk through the steps of the Dis-

VoW algorithm.

1. After deployment, every sensor will estimate the distances to the nodes that it can

hear using the protocol described in Section 4.4.2.

2. Every sensor will broadcast the neighbor list and the distances so that its neighbors

will be aware of the topology within two hops. The Dijkstra’s method is used to

calculate the shortest distance between every sensor pair and generate the distance

matrix.

3. Using the classical metric MDS, every sensor will reconstruct the network within

two hops and calculate a virtual position for every node in it.

4. Every sensor will calculate the wormhole indicator value of itself. It will locate

the wormholes as described in Section 4.4.2.

5. The detected wormholes will be avoided during routing discovery and packet for-

warding.

4.5 Simulation results of MDS-VOW

The performance of MDS-VOW is examined through simulation. The experiments are

conducted in two phases. In the first phase, we use ns2 to simulate the distance estimation

procedures and the report of the information to the controller. The packets may get lost

because of the unreliable medium. In the second phase, a Visual C++ program executes

the MDS-VOW mechanism based on the received distances and tries to identify the fake

neighbor connections. The sensors are deployed in a circle area instead of a square. This
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Figure 4.11. Experimental network topology

choice is inspired by the scenario that a security critical location is at the center of the

circle, and we need to monitor the activities within a certain range. The area of the circle

is 1km2, and the radius of the circle is about 565m. The radio range r of the sensors is

110m, and any two sensors that have a distance shorter than r can directly communicate

to each other.

Two deployments of the sensors are examined: grid placement and random placement.

In the grid placement, the sensors are deployed at an interval of 50m along the imaginary

vertical or horizontal lines. A total number of 401 sensors are placed in the circle and

the average degree of connectivity is 11.0. In the random placement, we apply the dart

throwing method proposed in [115] to place the sensors randomly and roughly uniformly

in the area. To maintain a similar degree of connectivity as in the grid placement, 441 sen-

sors are used. Examples of the placements are shown in Figure 4.11. In both placements,

the controller is located at the center of the circle. The justification of this sensor density

choice is discussed in Section 4.7.

We model the distance estimation errors as uniform noises. If the accurate distance

between two sensors is d (d ≤ r) and the error rate is em, a random value drawn from the

uniform distribution [d × (1 − em), d × (1 + em)] will be used as the measured distance.

If the selected value is smaller than 0 or larger than the radio range, 0 or r will be used

respectively. In the experiments, em changes from 0 to 0.8. For a fake neighbor connection
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through a wormhole, a random value from 0 to the radio range will be first selected as d,

and then the error will be added. The data points in the figures represent the averages over

15 trials using different error values.

4.5.1 Grid placement

The grid placement of sensors is shown in Figure 4.11a. Seven sensors in the circle and

seven sensors on the border of the area are selected as the potential victims of wormholes.

They are labeled as I1 to I7 and E1 to E7 respectively. Two groups of experiments are

conducted. The first group examine the MDS-VOW algorithm under different em rates.

Four scenarios are considered: (1) no wormhole exists, (2) a wormhole links I1 and I7,

(3) a wormhole links E1 and E7, and (4) a wormhole links I1 and E7. The detection

accuracy of MDS-VOW and its impacts on routing are of special interest.

Figure 4.12 and 4.13 show the results. In Figure 4.12a, we find that MDS-VOW can

detect the fake connections under most conditions when em increases from 0 to 0.8. MDS-

VOW has a low false negative ratio. From Figure 4.12b we find that when em is smaller

than or equal to 0.6, less than 1% of the real neighbor connections will be wrongly labeled

as wormholes. When em increases to 0.8, the false positive alarm ratio becomes larger, but

still less than 5% of the real connections are wrongly accused.

The false positive alarms will lead to the breaks of the real neighbor connections and

the increase in the average path length. If all connections of a sensor are broken, an iso-

lated node will be generated and the events detected by such sensor cannot be transferred

out. To examine the impacts of the false positive alarms, we show in Figure 4.13 the in-

crease in the average path length between all sensor pairs. Since the degree of connectivity

in the original layout is relatively large, the increase in the average path length is small.

We do not detect isolated sensors in the experiments.

In the second group of experiments, we fix the choice of em at 0.4 and examine the de-

tection accuracy of MDS-VOW when the distance between the two ends of the wormhole

changes. Seven sensors in the circle and seven on the border are selected as the potential
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Figure 4.12. Detection accuracy of MDS-VOW in grid placement when

the error rate em changes

victims. Since the increase in the average path length is small in Figure 4.13, we focus on

the false alarm ratio in this group of experiments.

The ends of the wormhole are put at different positions in the network and three con-

ditions of the fake connection are examined: (1) one end of the fake connection is I1, the

other end changes from I2 to I7, (2) one end is I1, the other end changes from E2 to E7,

and (3) one end is E1, the other end changes from E2 to E7. The results are shown in

Figure 4.14 and under most conditions the fake connections can be effectively located and

not many false positive alarms are introduced into the network.
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Figure 4.15. Detection accuracy of MDS-VOW in random placement

4.5.2 Random placement

In random placement scenarios, we apply the dart throwing method to place the sen-

sors randomly and roughly uniformly in the network. One layout is shown in Figure 4.11b.

Only a part of the neighbor connections are shown in the figure to assist the understand-

ing of the topology. Two groups of experiments are conducted to examine the detection

accuracy of MDS-VOW. In group one, two random positions in the area are selected as

the ends of the wormhole. The wormhole then chooses a sensor from each end that has

the shortest distance to it. If the distance between the two sensors is larger than r, a fake
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connection between them will be established. Otherwise, the position of the wormhole

will be generated again. Experiments are conducted by varying the error rate em.

In the second group of experiments, there is still only one wormhole in the network.

But the wormhole will establish fake connections between all sensor pairs when the sen-

sors are within the radio range to the ends of the wormhole. For example, if s1 to s3 are

the sensors within r to one end of the wormhole, and s4 to s6 are within r to the other end

of the wormhole, 9 fake connections will be established if the distance between every pair

is larger than r. Experiments are conducted by varying em and the results are illustrated

in Figure 4.15.

Studying the results shown in Figure 4.12 to Figure 4.15, we find that when em ≤ 0.6,

MDS-VOW has a low false positive ratio and a low false negative ratio. The proposed

mechanism can detect the fake connections in the grid placement and random placement

scenarios without hurting many real connections.

4.6 Simulation results of Dis-VoW

The detection accuracy of Dis-VoW is studied through simulation using ns2. During

the distance estimation procedures and the broadcast of the neighbor lists, the packets may

get lost because of the unreliable medium. Every sensor will reconstruct the local network

within two hops and locate the wormholes in it. The sensors are deployed in a three-

dimensional space with the size of 700m × 700m × 140m. This layout tries to simulate

a scenario in which the sensors are deployed in a water area with a certain depth range.

The communication range of the sensors is 150m, and any two sensors having a distance

shorter than this can directly communicate to each other.

Two deployments of sensors are examined: grid placement and random placement.

In the grid placement, the sensors are deployed in three layers and the distance between

two neighbor layers is 70m. In each layer, 11 × 11 sensors are placed at an interval of

70m along the imaginary vertical or horizontal lines. A total number of 363 sensors are

used and the average degree of connectivity is 18.4. In the random placement, we apply
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the dart throwing method proposed in [115] to place the sensors randomly and roughly

uniformly in the 3D space. A total number of 256 sensors are deployed and a similar

degree of connectivity is maintained. The examples of the two placements are shown in

Figure 4.16a and 4.16b.

(a) Grid placement example: a 11× 11× 3 grid.

(b) Random placement example.

Figure 4.16. Experimental network topology

Since the sensors share an acoustic channel to communicate with each other, the dis-

tances to different neighbors of a node cannot be measured at the same moment. The dif-

ferences in measurement time and the relative movement between sensors will introduce

an inaccuracy into the network reconstruction. To study the impacts of this inaccuracy on

the detection capability of Dis-VoW, we apply an error to the measured distances. If the

real distance between two sensors is d(d ≤ r) and the error rate is em, a random value

drawn from the uniform distribution [d × (1 − em), d × (1 + em)] will be used as the

measured value. Since the relative moving speed between sensors is slow, we examine

different values of em from 0 to 0.2. The justification of this choice is discussed in Sec-

tion 4.7. Every data point in the figures represents the average value over 10 trials using

different error files.
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4.6.1 Grid placement

In grid placement of sensors, two groups of experiments are conducted to examine the

detection accuracy of the proposed mechanism. In the first group, only one wormhole

exists in the network. Three pairs of sensors on the diagonal of the middle layer in the

grid are selected as the potential victims of the wormholes. The real distances between the

three pairs of sensors are 1.32, 3.96, and 5.28 times of the communication range. Different

values of em from 0 to 0.2 are examined. The detection accuracy and the number of false

positive alarms are of special interest.
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Figure 4.17. Detection accuracy of Dis-VoW with different error rate em

Figure 4.17 shows the results. In Figure 4.17a, we find that Dis-VoW can detect the

fake neighbor connections under most conditions when there is only one wormhole in
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the network. The proposed mechanism is robust against the distance estimation errors

when em is not larger than 0.2. Figure 4.17b shows the number of false positive alarms

introduced by Dis-VoW. Compared to the results in [116], we find that Dis-VoW has a

lower false positive alarm rate than MDS-VOW. The main reason is that the new method

is a distributed approach. Therefore, if the wormhole is not within two hops to a sensor,

its local reconstruction will not be affected and no false alarm will be caused.

In the second group of experiment, we examine the detection accuracy of Dis-VoW

when the number of wormholes in the network changes. The victims of every wormhole

are randomly and independently selected from the sensors as long as the distance between

them is longer than the communication range.
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Figure 4.18. Detection accuracy of Dis-VoW with different numbers of wormholes
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The results are illustrated in Figure 4.18. Compared to the values in Figure 4.17, we

find that when the number of wormholes increases, the detection accuracy will decrease

and more false positive alarms will be introduced into the system. The main reason that

leads to the decrease of the performance is as follows: although the victims of the worm-

holes are randomly and independently selected, as the number of wormholes increases,

the probability will also increase that they are close to each other and multiple wormholes

will impact the local reconstruction jointly. The co-existence of multiple wormholes in

a small area will lead to more complex distortions. Multiple rounds of detection may be

required to deal with such conditions and more details will be discussed in Section 4.7.

4.6.2 Random placement

One example of random placement of sensors is illustrated in Figure 4.16b. To main-

tain a similar degree of connectivity as in the grid placement, we apply the dart throwing

method [115] to deploy the nodes and we require that the distance between any two neigh-

bor sensors will not be shorter than 60m. In the illustrated example, a total number of 256

sensors are placed and the average degree of connectivity is 18.3.

Since the simulation results in grid placement show that Dis-VoW can detect most of

the fake neighbor connections when there is only one wormhole in the network, in the

random placement we focus on the scenarios in which multiple wormholes exist. The vic-

tims are randomly and independently selected from the sensors. The results are shown in

Figure 4.19. We find that the curves in Figure 4.19 are very similar to those in Figure 4.18.

The results show that the deployment of sensors does not impact the detection accuracy of

Dis-VoW to a large extent.

Studying the results illustrated in Figure 4.17 to Figure 4.19 for different sensor de-

ployments, we find that the distributed approach can identify most of the fake neighbor

connections when there is only one wormhole in the network. The proposed mechanism

is robust against the distance estimation errors. When there are multiple wormholes in the
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Figure 4.19. Detection accuracy of Dis-VoW in random placement of sensors

network, the approach can still provide a decent detection accuracy without introducing

many false positive alarms.

4.7 Discussion

The proposed mechanisms detect wormholes by visualizing the anomalies caused by

such attacks in the reconstructed network. They avoid the requirements of special hard-

ware and can be applied to the environments such as sensor networks. The mechanisms

consist of multiple steps and each step uses the result from the previous one as input. The
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details of the method for each step are transparent to other steps and they can be improved

independently.

4.7.1 Impacts of sensor density

The sensor density impacts the algorithms in two ways: (1) The calculation of the

distance matrix, and (2) The performance degradation caused by false positive alarms.

Assuming a network with infinite sensor density. When two sensors h1 and h2 have a

distance d, where r < d < 2r, we can always find a third sensor h3 that is on the line

determined by h1 and h2 and has a distance shorter than r to both of them. Therefore,

when using the Dijkstra’s method, we can add |h1h3| and |h2h3| to calculate |h1h2| without

introducing any error. As the density decreases, errors will be introduced into the distance

matrix even when the distance estimations between neighbor sensors are accurate. For the

same reason, when sensor density decreases, the degree of connectivity becomes smaller,

and the node has a higher probability to become an isolated sensor when the false positive

alarms break the real connections.

We refer to previous research efforts and experiments in real applications when choos-

ing the sensor density in our experiments. Similar density has been adopted in [83]. In

that paper the authors deploy 200 nodes in a 10l × 10l area when the radio range changes

from l to 2l. In the vehicle classification experiments conducted by U.S. Army [117], the

sensors are deployed at an interval of 30 − 70m.

4.7.2 Safety of the proposed mechanisms

As security enhancements to sensor networks to defend against wormhole attacks, the

robustness of the proposed mechanisms must be studied to avoid introducing new vulnera-

bilities. During the execution of the protocols, the malicious nodes can conduct the attack

by: (1) changing the contents of the packets or impersonating the senders when retrans-

mitting them, (2) discarding these packets, and (3) misleading the distance estimation.

Now we discuss the solutions to these attacks respectively.
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For the first attack, the integrity of information can be protected by the secret keys

shared by the sensors. The latest approaches for key distribution in sensor networks have

been discussed in Section 4.2. For the second attack, the protocols can require that any

sensor who fails to accomplish the distance estimation procedure or the exchange of neigh-

bor lists will not be considered as a real neighbor. In this way, the malicious nodes cannot

discard these packets to hide the fake neighbor connections. The malicious nodes can still

control the retransmission power or the buffering time of the packets to mislead the dis-

tance estimation procedures. But since the communication range is known to the sensors,

the impacts are restricted and it can be viewed as a special distance estimation error.

4.7.3 Control of false positive alarms

During the detection procedures, the false positive alarms will lead to the increases

in the average path length and the end-to-end delay between sensors. In the worst case,

isolated nodes will be generated. Therefore, false alarms must be controlled.

An extra step can be adopted by MDS-VOW and Dis-VoW to reduce the false positive

alarms. With all the detected fake neighbor connections (could include some false alarms)

excluded, a second round of reconstruction can be conducted. The rebuilt network will be

very similar to the real layout of sensors and we can determine whether a “detected worm-

hole” is a false alarm by examining the distance between the sensor pair. This method will

add the excluded connections back to the network one-by-one so that the real wormholes

leading to the distortions can be located. This method will double the computation over-

head to improve the detection accuracy and it is extremely helpful in the environments

when the degree of connectivity is not large.

4.7.4 Frequency to conduct wormhole detection

The relative movement between underwater sensors will lead to the changes in network

topology, which will put two challenges to Dis-VoW: (1) Since the distances to different

neighbors cannot be measured at the same moment, the values used in local reconstruction
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can be inaccurate. The impacts of this inaccuracy must be studied. (2) Since wormholes

can be formed dynamically when the connections among sensors change, wormhole de-

tection must be conducted repeatedly during the network lifetime. Below we discuss these

problems respectively.

For the first problem, we find that for most sensors, the distance measurement inac-

curacy introduced by sensor movement during the distance estimation procedures and the

collection of neighbor lists is shorter than 8m. If the lengths of the neighbor connections

are uniformly distributed from 0 to the communication range, this inaccuracy will intro-

duce a 10% distance estimation error on average. This analysis leads to our choice of em

from 0 to 20% during simulation.

For the second problem, wormhole detections can be conducted in a proactive or a

reactive method. In the proactive approach, the sensors will choose an interval Ti and

conduct wormhole detections every Ti seconds. This interval determines the longest time

that a wormhole can exist before it is detected. Compared to this scheme, the reactive

method is more efficient. Since a wormhole can be formed dynamically only when a

neighbor relation between two nodes changes, a sensor can estimate the time that the next

change happens based on the distances and the relative moving speed and conduct the

detection reactively.

4.8 Conclusion

Different from the previous approaches, MDS-VOW and Dis-VoW defend against

wormhole attacks in sensor networks without depending on any special hardware. They

use the inaccurate distance estimations among sensors as inputs, and rebuild the net-

work layout using multi-dimensional scaling. The analysis and experiments show that

the wormholes distort the reconstructed network to fit the fake neighbor connections. A

normalized variable wormhole indicator is defined based on these distortions to locate

the wormholes. MDS-VOW and Dis-VoW consist of multiple steps and each step can be

improved independently.



94

Experimental studies using grid placement and random placement of sensors are con-

ducted to examine the detection accuracy of the proposed mechanisms. The results show

that they can detect most of the fake neighbor connections without introducing many false

positive alarms when the distance measurement errors are not large. As a distributed ap-

proach, Dis-VoW will introduce a limited amount of computation and storage overhead to

the sensors. The impacts of sensor density, the security of the proposed mechanisms, the

method to reduce false positive alarms, and the frequency to conduct wormhole detection

are discussed to provide a more comprehensive view of the methods.

Additional research is under construction. We plan to apply the distributed detection

mechanism to land-based sensor networks in 3D environments. Experiments that study the

joint impacts of multiple wormholes on local network reconstruction are being conducted.

The research will lead to a more accurate and efficient solution that can defend against

wormhole attacks in various scenarios.



95

5 SECURITY STUDY OF AD HOC ROUTING PROTOCOLS

5.1 Introduction

The limited power resource and computation capabilities of mobile devices determine

their heavy dependence on other nodes for data accessing and information processing. A

reliable network topology must be assured through efficient and secure routing protocols

for mobile ad hoc networks to enable the pervasive computing.

Many efficient routing protocols for ad hoc networks have been proposed. We may

classify them by the time that the routing information is acquired. In the on-demand (re-

active) protocols, such as AODV [5], Dynamic Source Routing (DSR) [7], and Temporally

Ordered Routing Algorithm (TORA) [118], the routing information is required and main-

tained only when it is needed. In the proactive protocols, such as Destination Sequence

Distance Vector (DSDV) [4], and Clusterhead Gateway Switch Routing (CGSR) [26], the

mobile nodes exchange information routinely and construct the routing tables in advance.

There are other protocols, such as Zone-based Routing Protocol (ZRP) [119], that employ

both mechanisms.

The original versions of the protocols do not consider much on security and robust-

ness. But the routing topology of ad hoc networks is prone to both external and internal

attacks in the application environments such as battlefields. Research has been carried

out to protect mobile ad hoc networks. The adopted mechanisms include: providing de-

centralized public key infrastructure [17, 70], distributed monitoring and evaluating node

behaviors [8, 9], and using hash chain and digital signature to guarantee the integrity of

the information [10–12]. These methods protect the ad hoc networks from some attacks.

However, they face the following difficulties:

(1) The restrictions on power consumption and computation capabilities prevent the

usage of complex encryption algorithms. The time synchronization cannot be efficiently
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achieved for hash chains. (2) The constantly changing topology and dynamic membership

increases the difficulty of authentication and key distribution. (3) Some attacks cannot be

detected by the localized monitoring. Therefore, intrusion detection and intruder identifi-

cation based on these methods are restricted.

Research is required to ascertain the potential connections between the essential prop-

erties of the routing procedures and the security vulnerabilities introduced by them. Then

security enhancements addressing these deficiencies can be designed efficiently. This re-

search provides a detailed analysis on security properties of two representative ad hoc rout-

ing protocols, namely, AODV and DSDV. We especially examine the difference caused by

on-demand and proactive mechanisms. Many examined properties, such as distance vec-

tor, and destination sequence, are also adopted by other ad hoc routing protocols. Thus the

results can be applied beyond AODV or DSDV and provide guidelines for the design of a

secure routing protocol and the Intrusion Detection Systems (IDS) for ad hoc networks.

The remainder of the chapter is organized as follows: Section 5.2 presents the related

work. Section 5.3 exploits some attacks on the protocols and compares the security de-

ficiencies caused by on-demand route query and the proactive mechanism. Section 5.4

illustrates the damages of false distance vector attacks and false destination sequence at-

tacks by simulation. Section 5.5 presents the anomalous patterns of sequence numbers

that can be used to detect false destination sequence attacks. Section 5.6 concludes the

chapter.

5.2 Related work

There are efforts, in both theory analysis and project development, to investigate the

security of ad hoc networks, to establish IDS, and to construct secure communication

protocols.

Zhang and Lee presented a generic multi-layer integrated IDS structure [15]. But how

to efficiently collect the patterns of attacks and how to safely distribute the intrusion detec-

tion results to other nodes are not discussed in detail. Bhargavan, Zhou and Haas explored
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the security issues of wireless LANs and ad hoc networks [17] [16]. They summarized the

primary questions to achieve security and the challenges to the routing protocols.

Providing decentralized public key infrastructure is a fundamental problem in securing

ad hoc networks. Hubaux and his colleagues proposed a key distribution mechanism sim-

ilar to PGP [70, 120]. They present a practical solution to the key management problem

stated by Haas in [17]. But the transfer of trust among mobile nodes is difficult to apply

under some critical environments.

Distributed monitoring and evaluating node behaviors is also popular in security en-

hancements. A system integrating watchdog and pathrater with DSR is presented in [8].

AODV-S [9] enables the neighbors to collaboratively authorize a token to the node be-

fore it can join the activities in the network. But there are attacks that cannot be detected

locally and have long delays before the anomaly is discovered. They put challenges on

secure information storage and sharing.

Several protocols using hash chain, digital signature or both to guarantee the integrity

of routing information have been proposed. [10] uses both mechanisms to protect the

routing procedure. SEAD [11] uses one-way hash chains to provide authentication. Ari-

adne [12] uses a variant of TESLA to achieve similar goals. These protocols may not

suffer the attacks exploited in Section 5.3, but the synchronization among mobile devices

is not easy to achieve. The evaluation of secure routing in ad hoc networks can be found

in [121]. More secure protocols and IDS structures can be found in [14, 18, 33, 122].

5.3 Attack analysis and security comparison

We exploit some attacks on AODV and DSDV to expose the potential linkage between

the essential features of the protocols and their security flaws. The primary difference be-

tween AODV and DSDV is that they work in on-demand and proactive modes separately.

It leads to the difference in the conduction costs of attacks, propagation procedures of false

routes, and the detection of attacks.
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5.3.1 Classification of attacks

We first divide the attacks into passive and active categories. At a finer level, we group

the active attacks by their target features.

Passive attacks

A malicious node conducts a passive attack by ignoring operations supposed to be

accomplished by it. One example of passive attacks on AODV or DSDV is silent discard,

carried on by an intermediate node along the forwarding path. Instead of forwarding a

packet to the next hop, the attacker drops the data silently. Another example is partial

routing information hiding. It is conducted by a malicious node in DSDV by hiding the

available paths to specific nodes when it broadcasts its routing table, or in AODV by

ignoring to give out RREP when an active route is available.

It is usually difficult to distinguish passive attacks from Byzantine failures [123] in ad

hoc networks. For example, a packet drop can also occur because of node movement or

unreliable wireless medium. Fortunately, the constantly changing topology and multiple

available paths among wireless nodes limit the impacts of passive attacks. For example,

our simulation shows that [124] in an ad hoc network that has 30 nodes and 25 connections,

the silent discard by one malicious node may cause the delivery ratio to decrease 3%. We

do not put more efforts on the analysis of passive attacks because they rely more on the

network topology than the protocol characteristics.

Active attacks

The malicious node generates an active attack by introducing false information into

an ad hoc network. It confuses routing procedures and degrades network performance.

In DSDV the false information is carried in the routing packets. In AODV, the RREP

is especially attractive to attackers because the reverse routes established by RREQ will
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become expired in a short time if no active traffic uses those routes. Two active attacks

that threat both AODV and DSDV are:

• False distance vector attack

In both AODV and DSDV the mobile nodes collect routing information solely from

direct neighbors. The incomplete understanding of global topology enables the false dis-

tance vector attacks. The malicious node can claim that the destination is one (or a few)

hop(s) from it in the routing update packets or RREP even if it does not have any available

path in its routing table. If no other replies provide a fresher or shorter route, the source

will choose the path provided by the malicious node, and the data packets will be dropped

or compromised.

• False destination sequence attack

Both AODV and DSDV employ destination sequence to identify the freshness of rout-

ing information. When multiple routes are available, the source always chooses the one

with the largest sequence number. By assigning a large false destination sequence in the

routing update packets or RREP, the attacker’s reply can easily beat other replies and at-

tracts the data traffic. Even worse, the deceived nodes will propagate in good faith the

false route to other nodes, thus strengthening the impacts of the attack.

5.3.2 Security analysis

Security comparison

The primary difference between AODV and DSDV is the adoption of on-demand and

proactive methods separately. Each of the methods brings advantages and disadvantages in

security. While the on-demand route query enables low protocol overhead and adaptability

to node movement, it also leaves a lenient space to the attackers. In proactive protocols the

malicious node can send multiple false routes in the same packet. The detailed comparison

on security comes as follows:
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The on-demand property enables the malicious nodes to conduct real time attacks.

Most of the attacks on AODV do not need any preparation or establishment time. For

example, when a malicious node receives a RREQ, it can immediately form a false route

reply and conducts the attack. As a comparison, when the malicious node attacks a proac-

tive protocol, it must send out the false information in advance and has to routinely update

the fake route to keep it alive. The longer a false route exists, the larger probability that it

is detected. At this point, it is difficult to catch an on-going attack on a reactive protocol

before it causes performance degradation.

The on-demand property enables the attackers to make flexible choices on the targets,

the methods, and the points in time of attacks. For example, the malicious node can

choose to attack all connections to or from a specific node. It can attack the same node

with different methods. As to one victim, the attacker can choose to send false replies

to some of the route queries while leaving others untouched. As a comparison, an attack

on a proactive protocol usually does not have the flexibility. For example, a false route

with a large sequence will be propagated to all other nodes through route exchanges. It is

difficult for the malicious node to attack a specific connection without impacting others.

This stiffness increases the probability that the attacker is detected and located.

It is more difficult to trace back the sources of false information in AODV. The routing

reply is unicasted back to the source. Unless the mobile nodes monitor all nearby traffic,

there will be only one node along the false route that directly receives the false information

from the attacker. For the intruder identification algorithms that use quorum voting to

locate the attacker, AODV is less efficient on the trace back procedures.

Communication overhead of attacks

The communication overhead caused by sending false routes in AODV is determined

by the width and frequency of attacks. For example, if the malicious node wants to attack

one specific connection, it only needs to send a single false RREP. As the other extreme

condition, if the malicious node wants to attack every connection to every other node, it

has to send many false RREP. In DSDV, the overhead is more consistent. The attacker
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can send many false routes in the same routing packet. At this point, attacking proactive

protocols is more communication efficient for an aggressive attacker.

Propagation of false routes

In AODV, the false RREP will be unicasted back to the source. In [125] it has shown

that the average path length is proportional to the square root of node density in ad hoc

networks. Therefore the number of nodes cheated by a false RREP is proportional to that

order. Because an intermediate node may send out RREP to other route queries afterwards,

the false routes will form a tree rooted at the malicious node. In a proactive protocol, the

false routes will be transmitted within a growing round area by the routing exchanges. At

this point, a single false route in AODV propagates slower and has weaker impacts.

Cancelation of false routes

As the IDS in ad hoc networks develop, the malicious node sometimes has to cancel

the false routes originated from it to avoid being identified. In most ad hoc routing pro-

tocols, the updates to current routes are caused either by the break of an active link or

the appearance of a fresher or shorter path. The attacker in DSDV can stop sending false

routes to cancel the impacts. The new updates will be propagated to the neighbors and

the false routes will be smoothly replaced. The number of nodes that notice this change

depends on the propagation range of the false routes. In AODV, when the attacker stops

sending packets, the neighbors will assume that the link is broken. The re-discovery pro-

cedure will broadcast RREQ. At this point, it is more difficult for the attackers in AODV

to silently cancel the impacts of false routes.

Detection of false routes

It is difficult to detect false distance vector attacks in AODV and DSDV because the

nodes cannot construct the global view of the connectivity. The false destination sequence

attacks can be detected by the victim if it finds that the sequence has never been generated
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by it. Because in DSDV the nodes routinely exchange their routing tables, we can estimate

the maximum propagation delay of the false sequence from the attacker to the victim by

the product of routing packet broadcast interval and their distance in hops. If the false

sequence outruns the real number when it arrives at the victim, the attack will be detected.

In AODV, the false sequence can be detected only when the false path is broken and the

re-discovery procedure broadcasts a RREQ carrying the false number. It depends on the

mobility of the nodes and no upper limit can be predicted. More details about the detection

of false sequence attacks will be discussed in Section 5.5.

5.4 Simulation results

We study the practical impacts of the attacks and examine our analysis through simu-

lation. Two attacks on AODV and DSDV are considered: false distance vector and false

destination sequence. Except sending false routes, the attacker will discard any data pack-

ets passing through it. Two traffic conditions are tested. Under condition one, all connec-

tions have the same destination. This condition is chosen to simulate the scenario in which

the malicious node only attacks the hot point in the applications and tries to block traffic

to it (e.g. block soldier’s reports to officer, or sensor’s reports to information-sink). We

measure the delivery ratio, attack overhead, and the propagation of false routes when the

malicious node sends false routes about the common destination. Under condition two, a

more sophisticated traffic scenario is used. We study the delivery ratio and attack overhead

against the mobility of the wireless nodes.

The simulation of attacks is deployed using ns2 [6]. Table 5.1 lists the simulation

parameters that we use.

The choices of the parameters consider both accuracy and efficiency of the simulation.

The node moving speed covers a range from human jogging to vehicle riding in country

field. Faster speed is not considered because the frequency of route changes will con-

fuse the performance degradation caused by attacks. The packet rate is chosen to avoid

congestion even when there are multiple connections converging at the same node.
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Table 5.1

Simulation parameters

Simulator ns-2

Examined protocols AODV, DSDV

Simulated attacks False distance vector,

False destination sequence

Simulation duration 1000 seconds

Simulation area 1000 * 1000 m

Number of mobile nodes 30

Transmission range 250 m

Movement model Random waypoint

Maximum speed 5 – 20 m / s

Traffic type CBR (UDP)

Data payload 512 bytes

Packet rate 2 pkt / s

Number of malicious node 1

Pause time 10 seconds

We choose the following metrics to evaluate the impacts of attacks: (1) packet delivery

ratio, (2) false routing packets sent by the attacker, (3) the number of innocent nodes that

are cheated by the false routes.

Metric (1) is selected to evaluate the percentage of packets that are affected by the

attacks. This can be viewed as the “strength” of an attack. Metric (2) is used to examine

the communication overhead of different attacks. Metric (3) examines the propagation of

false routes and the potential impacts that are not shown by metric 1. Combining metric 2

and 3, we can examine the efficiency of the attacks.
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5.4.1 Simulation condition one

Under condition one, all connections have different sources and use node 29 as the

destination. Node 5 is the malicious node. In AODV, it sends false RREP to every RREQ

that it receives. In DSDV, it sends false routing information about node 29 in the route

update packets. We study the selected parameters against the number of connections.

Because there are thirty nodes in the network, the maximum number of connections from

different sources to node 29 is twenty-eight (except node 5 and 29). The maximum speed

of node movement is 5m/s. Every point in the figures is the average value of ten simulation

scenarios. To calculate the number of nodes getting cheated by the false routes, the routing

trees to node 29 are examined every 50 seconds. Figure 5.1 to 5.4 show the results.

Figure 5.1 shows the delivery ratio versus the number of connections to node 29 under

three conditions in both protocols: when node 5 does not conduct attacks, when it attacks

the routes with false distance vector, and when it attacks with false destination sequence.

It is easy to tell that the impact of false destination sequence attack on delivery ratio is

much more severe than that of false distance vector attack. The reason is that both AODV

and DSDV prefer fresh routes to short ones.

Considering the delivery ratios under false distance vector attacks, we find that in

both protocols they drop to around 50% to 60%. It is determined by the characteristic of

distance vector mechanism. If the attacker can accurately predict the sequence number

of node 29, the probability that a node will be cheated depends on the probability that

it is closer to the attacker than to the victim. In this environment, it is 50% because the

movement of every node is independent. Since the attacker applies a conservative method

to predict the sequence number of the victim, the delivery ratio is a little higher than 50%.

The difference between the delivery ratios of ADOV and DSDV when they are under

false destination sequence attacks is caused by the implementation of the attacker behav-

iors. In AODV, the malicious node will add a constant value to the sequence number

carried in corresponding RREQ and uses the result as the sequence in false RREP. We

choose the constant as 2 in the simulation. So there are chances that the false sequence
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Figure 5.1. The delivery ratio versus the number of connections

cannot beat the real number. In DSDV, once the false sequence has been established,

the false route propagates throughout the network. So more nodes will be cheated. If in

AODV the attacker uses a very large number as the false sequence (e.g. 0x7fffffff), we

would expect a lower delivery ratio.

One interesting point, when AODV is under attacks on destination sequence, is that

the delivery ratio will increase a little as the number of connections increases. It happens

because the attacker only adds a constant to the sequence in RREQ. As the number of

connections increases, the true sequence increases faster, and the probability that the cho-

sen fake sequence is smaller than the real value also increases. Thus less traffic will be

attracted to the attacker.

Figure 5.2 shows the number of nodes that are cheated by the false routes when the

number of connections increases from five to twenty-eight. In DSDV, the number of nodes

that are cheated does not vary a lot as the number of connections changes because of the

proactive property. When false distance vector attacks are conducted, less than half of

the nodes are cheated. But when the network is under false destination sequence attacks,

almost all nodes are cheated. In AODV, as the number of connections increases, more false

RREP will be sent by the attacker. Therefore, more innocent nodes will be cheated. Both

protocols prefer the route with larger sequence numbers, so the false destination sequence
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Figure 5.2. The number of cheated nodes versus the number of connections
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Figure 5.3. Number of false route packet versus the number of connections

attacks cheat more nodes. If the nodes are uniformly distributed in the test area, there are

about half of the nodes that are closer to the attacker than to the destination if the nodes

are uniformly distributed. They will be cheated by the false distance vector attacks if the

sequence numbers in false routes are the same as the real ones. Since the attacker applies

a conservative sequence prediction method, there are less than 50% of the nodes that are

cheated in both protocols.
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Figure 5.3 shows the communication overhead of the two attacks. The number of false

route updates sent in DSDV does not change a lot because of the proactive property. And

the overhead of conducting two attacks does not show big difference. In AODV every

false RREP can only attack one RREQ, so the number of false RREP sent by the attacker

is roughly proportional to the number of connections. The two curves for AODV are

very close to each other, which shows that both attacks put similar traffic overhead on the

attacker. But the one for false destination sequence attacks is a little higher. It is because

the false sequence numbers generated by the attacker disturb the updates to real numbers

and introduce more route queries into the system.

Figure 5.4 examines the efficiency of the two attacks in both protocols. It shows the

number of nodes that are cheated versus the number of false route packets sent by the

attacker. For DSDV, the values form two groups of points which are very close to each

other. They can be derived from the curves shown in Figure 5.2 and 5.3. For AODV,

the curves are very similar to the lines in Figure 5.2 because the number of false RREP

packets sent by the attacker is roughly proportional to the number of connections.

From Figure 5.1 to 5.4, we can tell that the attacks on destination sequence and the

attacks on distance vector have similar communication overhead but the former ones have

more severe impacts. For the intrusion prevention and intrusion detection systems de-
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Figure 5.5. The delivery ratio versus the mobility of nodes

signed to protect ad hoc networks using AODV or DSDV, this kind of attack should be

considered first.

5.4.2 Simulation condition two

Under condition two, we generate a scenario that contains twenty-nine connections.

Each innocent node is the source of one connection and the destination of another. Node

5 sends false routes about all other nodes. We study the selected parameters versus the

mobility of the nodes, which is represented by the maximum moving speed.

Figure 5.5 shows the delivery ratio versus the maximum speed of nodes under the con-

ditions the same as Figure 5.1. The delivery ratio of attack free AODV keeps high, which

shows that the mobility of node is still within the suitable serving range of AODV. DSDV

has a slower response to link changes caused by node movement, so the delivery ratio

decreases faster. When the malicious node conducts false destination sequence attacks on

DSDV, the false routes will propagate throughout the network. Most of the innocent nodes

will be cheated. So the delivery ratio will be low. Comparing to Figure 5.1, we find that

more data packets successfully reach to the destinations when AODV is under attack. This

can be explained by the difference between the connection scenarios of the two test cases.
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Figure 5.6. The attack overhead versus the mobility of nodes

Under condition two, every node is the source of one connection, and it may broadcast the

RREQ throughout the network. Other nodes can establish the routes through the paths that

they receive the request. Therefore, many nodes do not have to listen to the false RREP

sent by the attacker. More safe routes are set up and the delivery ratio is higher.

Figure 5.6 shows the number of routing packets sent by node 5 when it behaves prop-

erly and when it conducts the attacks. In DSDV, the curves are very close to each other

because the attacker can carry multiple false routes in the same routing packet. It does not

have to increase the frequency of sending route updates. In AODV the attacker will send

five to ten times more RREP when it attacks every RREQ it receives. It is not efficient for

an aggressive malicious node to attack all connections at the same time in a reactive pro-

tocol. This anomalous increase may also be detected by IDS. Further research is required

on the behaviors of intelligent attackers and suitable responses.

5.5 Detecting false destination sequence attacks

When the malicious nodes introduce false information into the networks, their behav-

iors and the conflicts between false and true information form special patterns, which can

be used to detect the attacks. In addition, the connectivity history and the propagation
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Figure 5.7. The anomalous patterns of sequence number in DSDV

paths of the false information can be used to identify the sources of attacks. Our research

on security in ad hoc networks [124] tries to collect patterns of attacks and to provide

guidelines for the design of the IDS. An example of detecting false destination sequence

attacks in AODV and DSDV is given out below.

False destination sequence attacks can cheat a large part of the nodes and severely

impact the delivery ratio. To “beat” other available routes, the attacker must choose a

number, which is larger than the sequence generated by the real destination, as the false

sequence to show its “freshness”. If the victim can find this false sequence number, it will

detect the attack. In DSDV the false sequence route will be transferred to all directions.

There exists an upper limit of delay that the false route will reach to the victim if it is

connected to the attacker and the false sequence always outruns the real one. In AODV,

only when a node on the false route moves out of the range of its neighbor, the re-initiation

procedure of the source will send out RREQ that carries the false sequence. Because the

RREQ is broadcast throughout the network, there is a good chance that the real destination

will receive the request. If the false sequence is still larger than the real one, the node

detects the attack. Therefore, no upper limit of delay between the attack is conducted and

it is detected can be guaranteed.
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Figure 5.8. The anomalous patterns of sequence number in AODV

The sequence number of a node is carried in the routing packets. Under the normal

operation of AODV and DSDV, the sequence carried in the packets can never be larger

than the real sequence plus one. But when the node is under false destination sequence

attacks, the difference between the received and local sequence numbers can be larger than

or equal to 2. Figure 5.7 and 5.8 show the difference between the two sequence numbers

detected by a node when all other nodes behave properly and when one malicious node

attacks it with false destination sequence. In DSDV, when the false sequence is larger than

the real number, it can be detected in any route update sent by a neighbor of the victim. If

the real number is larger, the attacker will find it and conducts the new attack. Therefore

the difference fluctuates between 0 and 2. In AODV, the innocent node detects eleven

times that the incoming sequence number is larger than local number plus one.

In both scenarios some attacks are not detected. Two problems that impact the detec-

tion of false destination sequence attacks on AODV and DSDV are: (1) The real sequence

may outrun the false one when it is received by the victim. (2) A tight limit of the de-

lay between the false sequence is generated and it reaches the victim, if the two nodes

are connected, should be achieved. A protocol that uses one detected attack to activate

the detection of other attacks has been designed [124]. The basic idea is to re-examine

all routing information coming from the same sources and activate the re-initiation. A
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software module that can be integrated into AODV and DSDV to improve the detection

accuracy is under construction.

Collecting and determining the anomalous patterns of attacks is a challenging topic in

IDS for ad hoc networks. The example provided above shows that combining protocol

analysis and practical simulation may accelerate this procedure.

5.6 Conclusion

The security of ad hoc routing protocols is still an open problem and deserves more

research efforts. This chapter studies the vulnerabilities of and attacks on two protocols –

AODV and DSDV. The analysis shows that as AODV provides fair performance with rea-

sonable overhead and adaptability to both traffic load and node mobility, the on-demand

property introduces some security deficiencies. It allows the malicious node to attack the

network in real time with flexibility. It is more difficult to locate the sources of the false in-

formation. The proactive property also has disadvantages. The routine exchange of routes

enables the false routing information to propagate within a wider range. The malicious

node can conduct multiple attacks in the same routing packet. Since both protocols prefer

the fresh routes which are identified by large sequence numbers, the attacks on destination

sequence have more severe impacts than the attacks on distance vector.

The simulation supports our analysis. The delivery ratio curves show that the attacks

on destination sequence will attract more packets to the attackers. False distance vector

attacks will cheat less than 50% of the nodes in a uniformly distributed network. The

communication overhead caused by conducting attacks is more stable on the traffic load

and the width of attacks in DSDV than in AODV. The analysis and simulation also show

that it is more efficient to detect false destination sequence attacks in DSDV than in AODV.

The research to protect wired network routing protocols [31] has shown that it is the

property, instead of the protocol detail, that leads to the security deficiencies. The exam-

ple attacks on AODV and DSDV can also be applied to attack other protocols sharing the

properties. Thus the analysis results and anomalous patterns of the attacks can be em-



113

ployed to prevent or detect the coterminous attacks on different protocols. Because the

primary difference between AODV and DSDV is the on-demand and proactive properties,

we may generalize the analysis to other on-demand or proactive protocols.

There are many problems to be solved in protecting ad hoc networks. We plan to study

the relationship between the average delay of detecting false destination sequence attacks

and the mobility of the nodes. We plan to study more features of the routing protocols

to exploit their security deficiencies. On achieving the secure distribution of individual

intrusion detection result, we plan to establish the trust relation among nodes in the open

area of ad hoc networks [126]. The results will provide guidelines for the design of a

secure routing protocol and become the building blocks of the IDS for ad hoc networks.
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6 DEFENDING AGAINST FALSE DESTINATION SEQUENCE ATTACKS IN

AODV

6.1 Introduction

A mobile ad hoc network is a collection of wireless nodes that can be rapidly deployed

as a multi-hop packet radio network without the aid of any established infrastructure or

centralized administration [127]. Such networks can be used to enable next generation of

battlefield applications envisioned by the military, and provide communication for civilian

environments. Since the routing protocols for ad hoc networks are vulnerable to mali-

cious attacks, security and protection mechanisms must be adopted to guarantee the fair

performance in the applications.

Intrusion detection mechanisms have been introduced into the protection of ad hoc net-

works as the second line of defense in addition to the prevention methods. The difficulties

to apply Intrusion Detection Systems (IDS) to ad hoc networks were discussed by Zhang

and Lee [15]. Bhargavan [16] and Haas [17] explored the security issues in wireless LANs

and ad hoc networks respectively. Several security enhancements and IDS structures have

been presented by Bharghavan [122], Haas [33], and Albers [18].

However, just detecting attacks, without identifying and isolating the attackers, leaves

the protection to ad hoc networks in a passive mode. First of all, it cannot protect the

innocent nodes from getting cheated by the same adversary. The malicious node can

either choose a new kind of attack or roam to another part of the network and conduct

the same attack on its new victims. The IDS agent on every node has to monitor traffic

without emphases.

Second, the IDS could have benefited from the discovered attacks to accelerate the

detection of other underway attacks. An adversary usually conducts multiple attacks at

the same time. If the source of an attack is located, the innocent nodes can detect more
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attacks from the same source by collecting and examining the information provided by it.

Both efficiency and accuracy of the IDS will be improved.

For example, most ad hoc routing protocols are cooperative in nature [128]. An adver-

sary who hijacks a mobile node can disseminate false routing information about multiple

victims and paralyze the network. If one of the false routes is detected without exposing

the source, unless every node in the network re-establishes the connections and gets cer-

tified response from the destination, other false routes cannot be excluded. But we know

that the multiple false routing trees are all rooted at the malicious node. If the attacker is

identified, all routing information from it will be re-examined and it will be much easier

to discover other false routes.

Therefore, an active intruder identification procedure will help all innocent nodes to

pinpoint the malicious nodes, thus preventing them from introducing new attacks. The

extra costs on communication and computation caused by the identification procedures

pay back on providing a more secure network and better performance.

In this chapter, we present a protocol, Reverse Labeling Restriction (RLR), to identify

and isolate the malicious nodes that conduct false destination sequence attacks on AODV.

RLR identifies the upstream of the propagation path of the false routes through reverse

labeling. The victims broadcast the suspicious attackers and activate the route reinitiation

to accelerate the intruder identification procedures. The information from various nodes

is integrated through quorum voting. We show by simulation that when RLR is integrated

with AODV, most innocent nodes can successfully identify all malicious nodes, and the

isolation of attackers leads to significant performance improvements with regard to packet

delivery ratio. The robustness of the proposed mechanism is analyzed.

The remainder of this chapter is organized as follows: Section 6.2 presents the back-

ground of intruder identification and sets up the criteria to evaluate the algorithms. Related

work on intruder identification in wired networks is discussed. Section 6.3 presents the

details of the proposed mechanism. Section 6.4 illustrates the simulation results on detec-

tion accuracy and communication overhead. Section 6.5 presents the robustness analysis

of the proposed mechanism. Section 6.6 concludes the chapter.
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6.2 Background

We begin with the objective of intruder identification. The criteria to evaluate the

algorithms in ad hoc networks are presented. Although a lot of research on intruder iden-

tification in wired networks has been accomplished, the difference between the two kinds

of network environments determines that few mechanisms can be ported without efforts.

6.2.1 Evaluation criteria

Intruder identification in ad hoc networks describes the procedure of identifying the

users or nodes that conduct anomalous activities that threaten the connectivity and relia-

bility of the networks and the authenticity of the information. We have established four

criteria for the evaluation of the intruder identification algorithms: accuracy, overhead,

effectiveness, and robustness.

• Accuracy: Accuracy can be defined in terms of two notions derived from intrusion

detection. False positive mistakes describe the number of innocent nodes that are

incorrectly marked as malicious. False negative mistakes describe the number of

malicious nodes that are not identified as such. If an algorithm is too lenient, false

negative ratio is high, and the un-identified attackers will form new attacks on the

network. On the contrary, if a strict algorithm leads to high false positive ratio, many

innocent nodes will become suspected. Under the extreme conditions, no routes that

do not pass any suspected nodes can be discovered and the network is paralyzed.

• Overhead: The overhead describes the increases in control packets and computa-

tion costs for identifying the attackers. Mobile nodes usually have weak processing

capability, limited storage space, and narrow bandwidth. If the identification algo-

rithm is not designed properly, it will exhaust all available resources and leave the

network secure but useless. Since we assume that intruder identification will be ac-

tivated only when an attack is detected, it will not introduce much overhead when

the network is operating normally.
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• Effectiveness: Effectiveness describes the improvements in the ad hoc network per-

formance after the malicious nodes are identified and isolated. The example metrics

include the increase of the packet delivery ratio, the decrease of average delay, and

the decrease of normalized protocol overhead. Effectiveness is an independent cri-

terion from accuracy or overhead. For example, sharp increase in performance does

not necessarily imply low false coverage. The ultimate objective of intruder iden-

tification is to enable secure network topology, thus achieving fair performance.

Effectiveness is established to evaluate the algorithm’s capability to satisfy this re-

quirement.

• Robustness: The intruder identification algorithm can become the target of attacks.

For example, sharing fake communication traces and impersonating identification

results can lead to network partition and result in performance degradation. The

robustness evaluates the algorithm’s capability to avoid being compromised.

The design of an algorithm based on the above criteria will lead to an efficient and

low-cost intruder identification protocol. When the characteristics of the applications are

considered, some tradeoffs, such as reducing the false coverage ratio and lowering the

identification overhead, must be reached through careful design.

6.2.2 Previous research on intruder identification

Locating the sources of the attacks and isolating the malicious nodes from the rest of

the network has been proven to be an efficient mechanism to protect the connectivity and

the applications. The severe impacts of the attacks on network performance have inspired

the research on intruder identification and brought several solutions in wired networks.

Non-repudiation was one solution to prevent the malicious nodes from denying that

they have distributed certain information [129, 130]. Unforgeable digital signature is sent

along with the information. When later the intrusion is detected, the recipient can use

the signed information to identify the attacker and prove it to all other nodes. The solu-

tion is neat but with heavy computation overhead, especially for the routing packets that
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have to be signed by every node along the path. It is difficult to apply this method to ad

hoc networks when the limited computation resources available to the mobile nodes are

considered.

Probabilistic packet marking and source traceback has been introduced especially to

identify the sources of the distributed Deny-of-Service (DDoS) attacks [131, 132]. Each

router probabilistically inscribes its local path information onto a traversing packet so that

the destination node can reconstruct the complete path by examining a large number of

packets. There are some difficulties to apply this method to ad hoc networks. The mark-

ing procedure will increase the processing overhead at every node. And this mechanism

cannot locate the malicious node if it does not conduct DDoS attack. Most importantly,

the research by Park et al [133] has shown that this method is vulnerable to the injected

false tracing information.

Active edge-tagging is another approach to identify and isolate the sources of DoS

attacks [134]. It is based on the active network technology, which provides a dynamic

execution environment for the monitoring programs and enables fast deployment of new

protocols without modifying network infrastructure. Enabling the remote process to exe-

cute on local node will introduce new security challenges to ad hoc networks.

Although a lot of research on intruder identification in wired networks has been con-

ducted, few mechanisms can be directly ported to ad hoc networks. The research chal-

lenges in ad hoc networks must be examined and the new protocols to solve this problem

must be designed.

6.3 Reverse labeling restriction protocol

6.3.1 System assumption

We assume that every mobile node in the network can be uniquely identified by its ID.

The ID of a node is combined with a public-private key pair which can be used for its digi-

tal signature. The ID of a node is used during the intruder identification procedures. Since

the asymmetric encryption is very computational expensive for the mobile devices, we
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also assume the establishment of pair wise keys among the wireless nodes. The previous

approaches such as [70, 135] can be used to accomplish the task.

In the proposed mechanism, we assume that every node uses a local blacklist to record

the nodes that it suspects. The node has a total control on adding and deleting entities

from its list. For the clarity of the remainder of this chapter, we call the real attacker as a

“malicious node”, while the nodes in blacklists are called “suspected nodes”.

We assume that a malicious node has a total control on the moment of time, the target,

and the mechanism of an attack.

The above assumptions describe a well-defined ad hoc network environment for in-

truder identification. It is also general enough to include most of the typical attack sce-

narios. No assumption stated above excludes any specific protocols. Therefore, the algo-

rithms designed under these assumptions can be easily applied to different ad hoc envi-

ronments.

Since ad hoc networks do not have centralized administration, every node can make

its own decision on which entitles are suspect. However, the intruder identification proce-

dures will conclude when most, if not all, innocent nodes in the network reach an agree-

ment on the identity of the attacker. Mechanisms must be designed to accelerate the iden-

tification procedure.

6.3.2 Basic Ideas

The routes to a specific node in an ad hoc network using AODV will form a routing

tree rooted at the destination. When the node is under false destination sequence attacks,

the malicious nodes will break the routing tree into a forest, as shown in Figure 6.1, in

which the attackers will be the roots of the false routing trees. The procedure to locate

these roots is the procedure to identify the malicious nodes.

Since we assume that the pair wise keys have been established among the wireless

nodes, a mobile node can verify the identities of its direct neighbors. It is safe for a node

to conclude that the entity that provides the false routing information is one step closer to
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Figure 6.1. Routing forest of a mobile node with false routing trees

the attacker. Therefore, the nodes that are physically closer to an attacker have a higher

probability to show up in multiple false routing trees than the nodes that are faraway. If

the mobile nodes share their information about the previous hops along the false routes,

either the attacker or the nodes that are very close to it will appear most frequently. This

enables the mobile nodes to use both local knowledge and global collaboration to identify

the attackers.

We assume that every node maintains a blacklist to record the entities that it suspects.

In RLR, when a node discovers anomalous destination sequence numbers from the incom-

ing RREQ as described in Section 5.5, it detects the false destination sequence attacks. It

will broadcast a packet with the content {node ID, current sequence, new sequence, local

blacklist, digital signature}, which is called the “INVALID” packet. The objectives of

this packet are two folds: (1) refresh the destination sequence number of the node and the

routes to it, (2) activate the intruder identification procedures in other nodes.

Every node that receives this packet will examine its routing entry to the sender. If a

sequence number larger than the “current sequence” in the packet is discovered, this is a

false route and the node will put the previous hop along this path into its local blacklist. At

the same time, every node will examine the entities in the blacklist in the broadcast packet

and update their voting counters. If more than a quorum of nodes have declared that a

specific node is suspicious, it will be put into local blacklist. The routing information

from the suspected nodes will be rejected to achieve isolation. One important feature of

RLR is that every node updates its blacklist independently.
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RLR experiences false positive mistakes. If the nodes cannot be removed from a local

blacklist, sooner or later every node will become suspicious and a totally partitioned net-

work will be resulted in. To prevent such conditions from happening, we attach a timer

to every node in the blacklist. When the timer expires, the node will be released. The

duration of the timer will increase exponentially to the number of times that the node has

been put into blacklist. More details of RLR will be discussed in the following section.

6.3.3 Protocol details

Updating blacklist by INVALID packet

A node can be put into a local blacklist under one of the two conditions: (1) it provides

false routing information, (2) more than a threshold number of not suspected nodes have

declared that this node is suspicious. In this section, we discuss the first condition. The

second scenario will be studied later.

When a node receives an “INVALID” packet and finds that it has a false sequence

number in the routing table, it will label the provider of the information as suspicious and

put it into the blacklist. This labeling procedure will be conducted in the reverse direction

of the propagation of the false route. Since the previous hop could only be an intermediate

node instead of the attacker, some methods must be adopted to reduce the false positive

mistakes in the protocol. In RLR, whenever a node is put into the blacklist because of

providing false routing information, a timer will be attached to it. When the timer expires,

the node will be released from the blacklist. We set the initial expiration duration to 60

seconds in our simulation because it is roughly the time that a node moves out of the

range of its neighbors. Every time a node enters the blacklist, the timer coupled with it

will be doubled. Therefore, if a node repeatedly provides false information, it will stay

in the blacklist longer and longer. Through rejecting the routing information from the

suspicious nodes, we restrict the false information from the attacker within a limited area.
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The labeling procedure and the routing information rejection lead to the name “Reverse

Labeling Restriction”.

Every INVALID packet is uniquely identified by a couple {source node ID, broadcast

sequence}. In our implementation, it shares the broadcast sequence with RREQ packets.

The digital signature prevents an attacker from sending false INVALID packets in other

node’s name. A list is maintained by every node to guarantee that a given INVALID packet

is only processed and rebroadcast once. In the INVALID packet, the sender will choose a

new destination sequence number that is larger than any known false sequence numbers, so

that the new routes can be established. Under the scenario in which the false sequence has

already reached the largest number, the node will wait for a DELETE PERIOD, defined by

AODV, before sending INVALID to make sure that all inactive routes have been cleaned

out from routing tables.

Updating blacklist by quorum voting

In the previous section, when a false sequence number is detected, only the nodes

in the false routing trees will participate into the intruder identification procedure and

benefit from it. We know that by sharing the local identification results, we can accelerate

the procedure of reaching the consistent conclusion on intruders when the integrity and

authenticity of the information is properly protected. To support such acceleration in

RLR, a node will attach its blacklist to the INVALID packet so that a quorum voting

can be conducted. The votes from a suspicious node will be ignored.

When a node receives the INVALID packet, it will examine the enclosed blacklist and

update the voting counter for every node in it. If more than the threshold number of dif-

ferent nodes have declared a specific node to be suspect, that node will be permanently

put into the local blacklist and the routing information from it will be rejected. The choice

of the quorum value has a direct impact on the detection accuracy and the system per-

formance. We refer to [9, 136] for the choice of this value and the tradeoff between the

reaction to the attackers and the protection of legitimate nodes from false accusation.
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Route rediscovery

When a node is added to the blacklist, the local host will traverse its current routing

table and abort all entries using this node as the next hop. This operation is an attempt

to disable all routes passing through the suspected nodes. RERR will be sent to previous

hops along these paths and the reinitiation procedure will be activated. If there are other

false routing trees rooted at the same malicious node, there is a high probability that they

are discovered by this procedure.

Updating routes by INVALID packet

Since the INVALID packet is signed, all other nodes should update their routes to the

sender to the paths through which they received the INVALID packet unless the previous

hop is in their blacklists. Since the INVALID packet is broadcast throughout the network,

every node can establish the new route unless it is partitioned or surrounded by malicious

attackers.

Introducing the INVALID packets also provides a solution to the problem of abort-

ing the maximum sequence number. When the destination sequence in AODV reaches

its maximum value and rounds back to zero, the new sequence number will be rejected

because it is less than the old value. Using a single INVALID packet, we can establish

the new sequence and abort the old ones. The packet uses the maximum value as the old

sequence, and zero as the new one. Since there is not any node that can hold a sequence

larger than the maximum value, nobody will be put into the blacklists. At the same time,

the new sequence will be established.

Packets from suspicious nodes

In this section we discuss the processing of packets when they come from a node in

the blacklist.

• All data packets, HELLO packets, and RERR packets will be processed as usual.

Data packets do not provide routing information. HELLO packets are used to main-
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tain direct neighbor relationship. The abortion and reinitiation of routes caused by

RERR may expose other false routing trees.

• If the packet is a RREQ and the source is not the suspect node, the request will be

ignored. In this way we avoid building a reverse path back to the source through

the suspect node. Because the RREQ is broadcast throughout the network, the local

node has a good chance to receive the request through another exclusive path.

• If the packet is a RREP and the query destination is not the suspect node, the local

host will ignore the reply. We do not trust any routing information from the nodes

in the blacklist.

• When the packet is an INVALID, the remote blacklist is ignored if the sender is in

the local blacklist. We examine the routing table and update blacklist if we detect

any false sequences. No routes through the suspicious node should be established.

6.4 Simulation results

6.4.1 Simulation environment

The simulation of RLR in AODV is deployed using ns2 with CMU extension blocks

for ad hoc networks. Two new modules, one for intrusion detection and the other for RLR,

are implemented. Table 6.1 lists the simulation parameters that we use.

We examine the performance of RLR in different environments by varying node mo-

bility and the number of independent attackers. We choose to use fixed maximum speed

and describe the node mobility with different pause time. The number of independent

attackers is chosen to evaluate the scalability of RLR. We do not use a high packet rate so

that the packet loss caused by congestion can be avoided.

The following parameters are selected to evaluate the proposed mechanism: (1) packet

delivery ratio, (2) the number of innocent nodes that identify all malicious attackers, (3)

the number of innocent nodes that are incorrectly labeled as attackers, (4) the normalized
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Table 6.1

Simulation parameters

Simulator ns-2

Simulation duration 1000 seconds

Simulation area 1000 * 1000 m

Number of mobile nodes 30

Transmission range 250 m

Movement model Random waypoint

Maximum speed 5 m / s

Number of CBR connections 25 / 50

Data payload 512 bytes

Packet rate 2 pkt / s

Node pause time 0, 10, 20, 30, 40, 50, 60 seconds

Number of malicious nodes 1 – 5

Expiration period 60 second

Quorum voting threshold 3

protocol overhead, (5) the average number of signed packets to be processed by every

node.

We use metric (1) to evaluate the effectiveness of RLR. The simulation has shown that

one malicious node attacking the network with false destination sequences may cause 50%

of the data packets to be dropped. We expect the adoption of RLR to bring a sharp increase

in the packet delivery ratio. Metric (2) and (3) evaluate the detection accuracy of RLR.

They examine the false negative and false positive ratio respectively. Metric (4) and (5)

evaluate the overhead of the proposed mechanism. They examine the communication and

computation overhead respectively. The normalized protocol overhead is calculated as the

number of control packets on every delivered data packet. Every data point shown in the

following figures is the average value of ten runs of different node movement scenarios.
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Figure 6.2. Data packet delivery ratio versus node pause time

6.4.2 Effectiveness

Figure 6.2 illustrates the packet delivery ratio versus node pause time when there is

only one malicious node in the network. The three conditions are: (1) all nodes are inno-

cent, (2) one malicious node exists and RLR is disabled, (3) one malicious node exists and

RLR is enabled. Two traffic load scenarios with 25 connections and 50 connections among

the 30 nodes are studied. The packet delivery ratio gets an average increase of about 30%

in both traffic loads when the network is protected by RLR. It does not vary a lot with

the changes of pause time because the high node mobility puts challenges to the attacker

as well. When the pause time is short, the frequency of route changes caused by node

movement is high. More route re-initiations will be activated and more false routing trees

will be detected. Therefore, the procedure of identifying the malicious node converges

quickly. When the pause time increases, the correct routes established by the INVALID

packets become stable. Under both conditions, we may expect a significant improvement

in packet delivery ratio when RLR is applied.

Figure 6.3 illustrates the packet delivery ratio versus the number of malicious nodes.

The node pause time is 30 seconds. Since the malicious nodes will compete with each

other, only the routes with the largest false sequence numbers will be adopted. Before
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Figure 6.3. Data packet delivery ratio versus the number of independent attackers

all of the malicious nodes are identified and isolated, the data traffic will be attracted to

the attackers and get discarded. This explains the decrease in the delivery ratio within

the simulation duration when there are multiple malicious nodes. When there are more

connections, more false routing trees will be discovered. The identification procedure

converges in a shorter time, thus resulting in a higher delivery ratio.

6.4.3 Detection accuracy

Table 6.2 and 6.3 show the detection accuracy of RLR versus node pause time when

there is only one malicious attacker in the network. RLR has a low false negative ratio

when the pause time changes, which shows that the proposed protocol has a good detection

accuracy when the moving speed of nodes is not high. When there are more connections

in the system, more false routing trees will be detected. This explains the reason that

within the simulation duration more innocent nodes successfully identify the malicious

attacker when there are 50 connections in the network. However, the false positive ratio

has a sharp increase when the number of connections changes from 25 to 50 because more

INVALID packets and remote blacklists are broadcast. If we use the same threshold for

quorum voting, more innocent nodes will be put into blacklists by mistake. The tradeoff

between false positive and false negative ratios will be studied in future research.
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Table 6.2

Detection accuracy of RLR versus node pause time

29 innocent nodes, 25 connections

pause time # of innocent nodes average # of innocent

(sec) identify the attacker nodes marked as attackers

0 24 0.22

10 25 0

20 24 0

30 28 0

40 24 0

50 24 0.07

60 24 0.07

Table 6.3

Detection accuracy of RLR versus node pause time

29 innocent nodes, 50 connections

pause time # of innocent nodes average # of innocent

(sec) identify the attacker nodes marked as attackers

0 29 2.2

10 29 1.4

20 25 1.1

30 29 1.1

40 29 0.6

50 29 1.1

60 24 1.0
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Table 6.4 and 6.5 illustrate the detection accuracy of RLR versus the number of ma-

licious nodes. As the number of attackers increases, fewer innocent nodes are able to

identify all of them during the simulation duration and the packet delivery ratio is im-

pacted. Lowering the threshold values may accelerate the detection procedure, but it will

lead to a high false positive ratio.

Table 6.4

Detection accuracy of RLR versus number of malicious nodes

25 connections

number of # of innocent nodes average # of innocent

malicious nodes identify all attackers nodes marked as attackers

1 28 0

2 28 0.65

3 25 1

4 21 0.62

5 15 0.67

Table 6.5

Detection accuracy of RLR versus number of malicious nodes

50 connections

number of # of innocent nodes average # of innocent

malicious nodes identify all attackers nodes marked as attackers

1 29 1.1

2 28 2.6

3 27 1.4

4 25 2.2

5 19 4.0
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Figure 6.4. Normalized control packet overhead versus node pause time

6.4.4 Overhead

Figure 6.4 illustrates the normalized control packet overhead versus the node pause

time when the network is under attack but protected by RLR. As the baseline for compar-

ison, we also show the data when no attack exists and the RLR is disabled. We find that

under two conditions the overhead does not show big differences. Combined with Figure

6.2, we note that RLR can improve the performance of ad hoc networks with a limited cost

when they are under false destination sequence attacks. One interesting point is that when

there are 50 connections, the normalized overhead with RLR for most data points is lower

than in normal conditions. The reason is as follows. When the number of connections

increases, there are more overlapped source and destination nodes. Therefore, when an

INVALID packet is sent out, multiple connections will benefit from the fresh routes. It

reduces the routing queries, and results in lower normalized overhead.

Figures 6.5 and 6.6 illustrate the computation overhead (caused by signing and verify-

ing signatures) of RLR versus the node pause time and the number of malicious attackers.

The computation overhead does not vary a lot when node pause time changes. When the

number of attackers increases from 1 to 5, the computation overhead increases slowly,

which shows good scalability.
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6.5 Discussion

In this section, we examine the robustness of the proposed mechanism under several

attacks.

False INVALID packets

As we have discussed in the previous section, the INVALID packet is protected by the

digital signature of the source. This prevents an attacker from sending INVALID packets

in other node’s name. It also prevents the malicious nodes from using partial information

to conduct the re-transmitting attacks.

The malicious nodes may discard the INVALID packets to avoid being identified. RLR

does not suffer from this kind of passive attack because the INVALID packets are broad-

cast throughout the network. As long as there exists a path from the source not passing

through any malicious nodes, the local host will receive the INVALID packet.

A malicious node can conduct active attacks by sending false INVALID packets in its

own name. However, if all other nodes behave properly, the destination sequence of the

malicious node can only be generated by itself. The reverse labeling procedure will con-

verge at the attacker. If its neighbors are relatively stable, they will soon permanently place

it in their blacklists, and the false routing information will be blocked. If the neighbors are

constantly changing, the INVALID packets will expose the attacker to more nodes, and

the quorum voting procedure will identify it later.

False blacklist

Another attack that the malicious node can conduct is to attach a false blacklist to an

INVALID packet. As we discussed in Section 6.3.3, a quorum value is adopted to decide

whether the nodes in remote blacklists should be permanently marked as suspicious. If

the attacker has already been identified, its votes will be ignored. If it is not in the local

blacklist, it can only reduce the quorum value by one. If the threshold is chosen as k, RLR

is robust against the collusion of up to k − 1 compromised nodes.
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Attack on a single node

The simulation results presented in Section 6.4 assume that the malicious nodes attack

every RREQ they receive. Although the ad hoc network assumes a flat infrastructure, in

real applications some special nodes may be more important than others. If the malicious

nodes only attack the routes to the special nodes, it is more difficult to identify them.

When RLR is applied to such environments, the attacked nodes will detect the false

routing information and broadcast the INVALID packets. As we have discussed in Section

6.3.3, most nodes will establish new routes to the attacked nodes through the INVALID

packets. Before the paths are broken, the data packets will successfully reach their desti-

nations.

6.6 Conclusion

RLR is a practical intruder identification protocol that protects AODV against false

destination sequence attacks. It uses the reverse labeling procedure to trace back to the

sources of false routing information. The RLR protocol combines knowledge from differ-

ent nodes and achieves robustness against collusive attackers. RLR uses timer expiration

to reduce the false positive mistakes.

The simulation results show that most of the innocent nodes equipped with RLR can

identify all attackers. An average increase of 30% in packet delivery ratio is expected

when the nodes do not move at a high speed. RLR exhibits good scalability with regard

to the number of attackers. It brings all these benefits with a limited communication and

computation overhead.

RLR implements an efficient and accurate intruder identification without losing gen-

erality. It is easy to integrate it with other routing protocols of ad hoc networks. For

example, when malicious nodes attack the DSDV protocol with false distance vector or

false destination sequence, the reverse labeling procedures can be used to trace back to the

attackers. The propagation of the INVALID packets and the establishment of new routes

can be accomplished by the routine routing information exchanges.
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We plan to design more criteria to evaluate the intruder identification algorithms. They

will provide a uniform standard to compare different protocols. We plan to study more

features of the ad hoc networks to exploit their security vulnerabilities. The mechanisms

that can efficiently extract related traces from data collector when an attack is detected

will be designed. We also plan to investigate the possibility of applying fuzzy control

methods [137] to local identification engine to reduce the false positive and false negative

mistakes when the information is incomplete for a specific attack.
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7 CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

7.1.1 Wormhole detection in mobile ad hoc networks

We first establish a basis to identify the wormhole detection capabilities of the pro-

posed mechanisms, so that our work can be distinguished from previous efforts. We clas-

sify the wormholes into three types: closed, half open, and open, according to whether

the malicious nodes are visible on the route. The analysis shows that previous research

focuses on the prevention of closed wormholes. The half open and open wormholes are

more difficult to detect because:

• The mechanisms that only examine direct neighbors cannot guarantee the detection.

• The mechanisms that only examine a part of the intermediate nodes along the path

cannot guarantee the detection.

Therefore, an end-to-end mechanism must be designed.

In the proposed end-to-end mechanism, only trust between the source and the des-

tination of a route is assumed. The source and the intermediate nodes will attach their

timestamps and positions to the wormhole detection packets so that the conflicting infor-

mation sent by the attackers can be detected. The integrity and authenticity of the attached

information is protected by the message authentication code. The end-to-end mechanism

implements both individual packet and cross packet examination. One disadvantage is

that it requires O(l m) storage space and O(l m2) computation operations, where l is the

length of the path, and m is the number of detection packets.

To prevent the destinations from being overwhelmed by the overhead of wormhole de-

tection, an efficient information management scheme COTA is designed. To avoid record-

ing and comparing all 〈time, position〉 pairs, the following methods are adopted:
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• Divide the area into same-sized cells and time into same-length slots. Only the

first 〈time, position〉 pair of a node that falls into the same cell and the same slot is

recorded.

• The lifetime of a detection packet Tlife is defined. The packets that have traveled in

the network for a time longer than Tlife will be discarded.

These methods have brought the following advantages: (a) They restrict the number

of time slots that COTA needs to store for every intermediate node. (b) They restrict the

longest moving distance of a node during the delivery of a detection packet. (c) For cross

packet examination, the destination only needs to select from each cell a record of that

node that has the shortest time difference from the new record. Therefore, the design goal

to control the storage and computation overhead has been achieved.

To evaluate its detection capability, the sensitivity of COTA is introduced into the

mechanism. It is determined by the size of a cell, the maximum moving speed of the node,

and the time slot length. Through adjusting the parameters listed above, the destination

node can control the resource that it wants to consume on wormhole detection and the

detection capability of COTA.

7.1.2 Wormhole detection in sensor networks

Previous approaches for wormhole detection in ad hoc networks usually depend on

some special hardware such as GPS, synchronized clocks, or directional antennas, which

will impact their adoption in sensor networks. We have proposed a family of approaches

that integrate the techniques from social science, computer graphics, and scientific visu-

alization to detect such attacks in sensor networks. They do not require the sensors to be

equipped with any special hardware.

In MDS-VOW, the sensors first estimate the distances to the neighbors based on the

received signal strength. The data then are transferred to a centralized controller who will

reconstruct the network using multi-dimensional scaling. The analysis and experiments

show that the wormhole bends the reconstructed network to pull the sensors to each other
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and fit the fake connections. This forms the two-ended torch structure that can be used to

detect the fake neighbor connections. MDS-VOW consists of multiple steps and each step

can be improved independently.

Experiments using grid placement and random placement of sensors are conducted to

examine the detection accuracy of the proposed mechanism. The results show that when

the distance estimation errors are uniformly distributed and the error rate is equal to or

smaller than 0.6, MDS-VOW can detect most of the fake connections without introducing

many false positive alarms.

As a distributed approach, Dis-VoW allows every sensor to conduct local network

reconstruction and wormhole detection. The distortions in edge length and angles among

neighboring sensors are used to calculate the normalized variable wormhole indicator

for every sensor which will be used to identify the fake neighbor connections.

Experimental studies using grid placement and random placement of sensors are con-

ducted to examine the detection accuracy of the proposed mechanism. The results show

that Dis-VoW can detect most of the fake neighbor connections without introducing many

false positive alarms even when there are multiple wormholes in the network.

7.1.3 Security study of distance vector routing protocols

The research compares the security properties of AODV and DSDV, especially the

differences caused by on-demand and proactive route queries, via analysis and simula-

tion of the attacks. We explore the potential connections between these properties and the

vulnerabilities of the protocols. False distance vector and false destination sequence at-

tacks are studied through simulation. Two connection scenarios: common destination and

uniformly distributed traffic load, are examined and the output parameters are measured

by varying the number of connections and the maximum speed of node movement. The

experiments investigate: (1) The impacts of attacks on network performance, especially

the packet delivery ratio. (2) The propagation of false routes, especially the number of



138

innocent nodes that are cheated. (3) The communication overhead to conduct the attacks.

(4) The anomaly patterns that can be used to detect the attacks.

The major observations of the analysis and experiments include:

• False destination sequence attacks put more severe impacts on network performance

than false distance vector attacks.

• The on-demand route query enables the malicious nodes to conduct real time attacks

on the protocols with flexibility.

• The communication overhead of conducting attacks on proactive protocols is inde-

pendent of the methods of the attacks and the width of the targets.

• A single false route propagates slower in AODV than in DSDV.

• The anomaly patterns of sequence numbers detected by destination nodes can be ap-

plied to detect the false destination sequence attacks. The detection of such attacks

in AODV heavily depends on the mobility of nodes while in DSDV it is not.

7.1.4 Defending against false destination sequence attacks in AODV

Intruder identification strengthens the protection to mobile ad hoc networks by identi-

fying and isolating the attackers from the rest of the network. We propose a set of crite-

ria: accuracy, overhead, effectiveness, and robustness, to evaluate the identification algo-

rithms. As a practical example, we investigate intruder identification in AODV. Reverse

Labeling Restriction (RLR) is proposed to identify and isolate the malicious nodes that at-

tack AODV with false destination sequence numbers. Every node maintains a blacklist to

record the providers of the false information detected by it. The labeling procedure is re-

verse to the propagation path of the information. To prevent network partitions caused by

high false positive ratio, the time duration that a suspicious attacker stays in the blacklist

increases exponentially to the number of times that it is labeled. The nodes exchange their

blacklists to assist the identification of attackers based on indirect experiences. Isolation
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is achieved by ignoring the routing information provided by the suspicious attackers in the

blacklist.

The simulation of RLR is conducted using ns2 and different network scenarios are

studied by varying node mobility and the number of independent attackers. The sample

experiments include: (1) Study the increase in packet delivery ratio after the attackers

are located and isolated. (2) Investigate the communication and computation overhead

introduced by RLR. (3) Study the false positive and false negative ratio. The experiments

show that most of the innocent nodes can identify all attackers and RLR does not intro-

duce many false positive alarms. Isolating the malicious nodes brings a 30% increase in

the data delivery ratio. The robustness analysis shows that RLR does not introduce new

vulnerabilities. The analysis also shows that with minor updates, RLR can be combined

with other distance vector routing protocols, such as DSDV, for ad hoc networks.

7.2 Future work

Two threads have steered the research on security and privacy in wireless networks

and distributed systems: the rigorous foundations for information theory, and innovative

applications in pervasive systems. When planning the future research tasks, we consider

the potential contributions to both of them. The proposed research includes both continued

efforts in securing wireless networks and applications and the exploration of new research

areas. Below we sketch three of the tasks.

7.2.1 Effective representation of security data

With the increasing complexity of the security mechanisms, representing the security

data effectively and extracting the most useful information from the continuous flow in

real time becomes a challenging problem. The driving goal of the research is to establish a

platform and develop a series of techniques to represent the security data and facilitate the

quick inferences for situational awareness and potential malicious attacks. One example

is to continue the research on utilizing visualization tools to detect anomalies in network
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topology and traffic flows after the information has been conveyed to multi-dimensional

multi-variate data sets. We plan to develop innovative mechanisms that attack network

security problems from the view of flow database, data mining, computer graphics, and

scientific visualization.

7.2.2 Security in wireless mesh networks

Wireless mesh networks have attracted more and more attention from both academic

researchers and industry. The hybrid of “static” and “ad hoc” networks offers some ad-

vantages over previous approaches. The security issues in such environments put new

challenges to the problems such as the design and choice of link level protection and pro-

tocol level intrusion detection, information integrity and user privacy, and the fairness of

resource usage. We plan to develop innovative security and privacy enforcement mecha-

nisms for mesh networks based on the research in hybrid wireless networks. The problems

that are of special interest include the security of routing protocols, key distribution and

refreshment, and the detection and revocation of service agreement violators.

7.2.3 Secure pervasive systems

The development of networking technologies and the deployment of new protocols

increases the heterogeneity in wireless networks, mobile users, and portable devices. The

heterogeneity puts severe challenges to the design of security mechanisms. We plan to

continue the research on developing secure and dependable protocols for hybrid wireless

networks that explore the assistance from the established infrastructures. The problems

that are of special interest include: the negotiation and verification of security require-

ments among various networks, vulnerability assessment of different protocols and their

impacts on the safety of the system, and the design of self-configurable security mecha-

nisms that can adapt to the differences in available bandwidth and processing capability.

The research will evolve with the development in pervasive systems.
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