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Abstract. We introduce novel techniques for organizing the indeximngcsures
of how data is stored so that alterations from an originasieer can be detected
and the changed values specifically identified. We give &iteconstructions for
several fundamental data structures, including arrayked lists, binary search
trees, skip lists, and hash tables. Some of our constrigctom based on a new
reduced-randomness construction for nonadaptive cotasiabgroup testing.
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1 Introduction

Computer forensics [71] deals with methods for extractiiggtal evidence after a com-
puter crime has been committed. Typically, such crimeshirvmodifying documents,
databases, and other data structures to an attacker’stageaixamples could include
a student changing a grade in a registrar's database, angishepeculator altering on-
line financial data for a certain company, an identity thiefdifying personal informa-
tion of a victim, or a computer intruder altering system logsnask a virus infection.
It would be ideal in such cases if an investigator could idgnafter the fact, which
pieces of information were changed and, in so doing, be alilaplicate the attacker.
In the rest of this section, we describe our motivation, nhoaled related work, and
we summarize our contributions. But before doing so, weflgrigve a simplified and
intuitive overview of what this paper is about.

A cryptographic one-way hash is a commonly used way of degcinauthorized
or otherwise malicious modification of a file or other digitddject (e.qg., [5, 44, 62],
to mention a few of many examples). This is done by storinged#eryptographic
hash of the item and using it later as a reference for congaribhis paper is about
going beyond the yes/no afforded by this common use of cgypfthic hashes: given
items, we now seek to store as few hashes as possible so able dre pinpointing of
whichof thesen items were modified (by comparing the computed hashes tddheds
hash values). Of course a hash is now applied to (a concairrad) a subset of the
n items. Butwhich subsets, anthlow manyof them, are needed so as to pinpoint the
modifications of up tal of then items ? We show that remarkably few hashes suffice.
Why it is so important to use few hashes will become apparé@nvwe consider the
application we describe for the above-mentioned combitateesult: the case when
then items are in the nodes of a data structure, and we seek toterashes within



the topology of the data structure, i.&ithout using any additional spadand, of
course, without modifying any of the items stored in the data structure). In other
words, this forensic marking comes “for free” as far as thecsof the data structure is
concerned.

Motivation. As mentioned above, in this paper we initiate an investigetito methods
for encoding information in the way data is indexed so as &midly if it has been
altered, and if so, to determine exactly the pieces of infdiom that have changed.
Formally, we model this problem in terms of a data strucfurhat is stored on a semi-
trusted machine, which under normal circumstances, woséd/u for some desired
purpose. If there is an indication or suspicion tiiathas been altered in a malicious
way, then we would like to enable a computer investigatognvhve call theauditor, to
examine the current state 6f to determine what, if anything, has changed. Of course,
a trivial solution would be for the auditor to cache a copyoh protected memory and
do a simple comparison of this copy 6f to the current version. This solution would
achieve the desired goal of identifying exactly the part®dhat have changed, but it
would also require a tremendous amount of storage for thgaauelho is potentially
responsible for a large community of users and computerss, Me additionally restrict
solutions to use no storage at the auditor (or equivalenthrotected memaories), other
than possibly some small number of administrative valuesh sis a master key for
“unlocking” information encoded irD. We refer to this problem as that ofdexing
information for data forensig®or data forensics markingor short.

Model. We are further interested only in solutions where markirgittdexing struc-
ture of data leaves the actual data values unchanged, siaogiog data values could
alter the outcome of queries in unintended ways. Unlike \ketiwn digital water-
marking techniques [18], we want to encode authenticatidorination only in the
organizational structure of a data structd?enot in the values stored in it. We allow
ourselves the possibility of modifying non-data fieldsiin but we require that any
such changes we carry out be stealthy, that is, not imméylidétectable by the ad-
versary. In information-hiding terminology, we view thdammation hidden inD to

be steganographic rather than a watermark (which, stréptgaking, does not require
stealthiness, whereas steganography requires that evenebence of hidden informa-
tion be undetectable). Ideally, we want to encode inforamatinly in the topology of
D’s pointers and the ordering @'s memory blocks, yet we desire there to be sufficient
information so as to specifically identify any portionsiofthat have been changed by
an attacker. Note that this requirement for pinpointinghaf thanges goes beyond the
notion of making the structure tamper-evident in the usealiyo sense, something usu-
ally achieved using HMACs and digital signatures, but whges&no outcome has too
coarse a granularity for our purposes.

Our model of the adversary is as follows. The adversary hassacto the data
structureD after it has been deployed on the semi-trusted machine amancalify
the values ofD, but not the topology oD’s pointers and the ordering d@'s memory
blocks. This assumption is realistic in many practical agions for the following
two reasons. First, regular users typically provide datartapplication through the
application’s user interface but cannot modify the appidrgs internal storage or the



application’s code to alter the memory arrangement of the. @&®econd, even if the user
were able to alter the data organization, the user may nalt #ihout doing it because
of the stealthiness of the marking.

The adversary is successful if he can modify some valuéswithout such changes
being detected by the auditor. The adversary has knowledbe algorithm the auditor
will use to perform a forensic analysis bf. However, we do not allow the adversary to
know the cryptographic master key maintained by the auditmrof any keys that are
derived from such a master key. This is the usual (and pedgfwhite box” security
requirement. Although in practice one may gain additiorsacurity through obscu-
rity”, it is wiser to assume the adversary knows all but thesk&Ve illustrate this model
in Figure 1.
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Fig. 1. An illustration of data forensics marking.

Prior Related Work. Computer forensics has been applied to software authodship
tection [43,63], the integrity of audit logs using extermabtected memories [59],
tracing IP packets during denial-of-service attacks [Z9, &nd e-mail author identi-
fication [20]. We are not familiar with any previous work ontaldorensics marking,
however. Nevertheless, there has been considerable poitrinthe theoretical com-
puter science literature on a number of related areas,dimgjudigital watermarking,
combinatorial group testing, program checking, propesjihg, and authenticated data
structures. We review some of this prior work here.
Digital watermarking [18] deals with methods for hiding ankhéusually identify-

ing information) in digital content in a manner that is rsit, i.e., hard to remove by



an adversary without considerably damaging the objecttéfaee many applications of
watermarking, including inserting ownership informatiorserting purchaser informa-
tion, placing caption information, etc. Most watermarkimgrk has been on multimedia
content, where minor degradation of the quality of the mésiecceptable in order to
make the mark more resilient. There have been some notatdptans, dealing with
watermarking software, semi-structures (XML), and reladl databases. Collberg and
Thomborson [19,17], Chang and Atallah [15], Horne, Matmesgheehan, and Tar-
jan [38] and Venkatesan, Vazirani, and Sinha [70], presemémes for watermarking
software. Qu and Potkonjak [55] propose a watermarkingreehfer graph colorings.
Khanna and Zane [39] describe a scheme for encoding infaymit the weights of a
graph representing a map so as to preserve shortest patss-G&mblard [35] studies
ways of changing values to encode identifying informatioa idatabase or XML doc-
ument so as to preserve the answers to certain queries.MaxXiiL structures is also
the topic of Sion et al. [60]. Database watermarking thgtsly degrades the data was
proposed by Agarwal et al. [1] and Sion et al. [61]. This watarking work is related to
data forensics marking in that it is directed at encodingrimfation in digital content. It
differs from data forensics marking, however, in that dibivatermarking allows data
values to change (in hopefully imperceptible ways) and tsmerested in identifying
the specific places where content has changed.

Several researchers have studied combinatorial groupdestd its applications to
cryptography and information encoding (e.g., see [16,28]}s area is directed at per-
forming group tests on subsets of a given$ét identify defective elements ifi. The
area has not to date been applied to data index integritynkhis paper we show an
interesting connection between data forensics markingaamelv reduced-randomness
construction of a nonadaptive combinatorial group tesidgeme, which may be of
independent interest. As evidence for this claim, we olesérat Kurosawa, Johans-
son, and Stinson [45] explore other applications of redueadlomness constructions
in cryptography, and Stinson, van Trung, and Wei [65] ex@lapplications of group
testing to key distribution in cryptography.

Following early work on program checking (see, e.qg., [76), efficient schemes
have been developed for checking the results of variousstiatetures and algorithms
(see, e.g., [4,8-10,23,24,27,40, 48, 49]). These schemeslly utilize linear space
with checking algorithms that run faster than the constoncilgorithms they are check-
ing, and they are directed at detecting if an algorithm hafopaed correctly or not.
We are not aware, however, of any prior work on program chmecttiat, in addition to
detecting an error state, also identifies all the places imgram or structure that have
become invalid. Likewise, the related area of propertyirigss directed at determining
if a combinatorial structure satisfies a certain propertig ¢far” from such a structure
(e.g., see [56]), and it too does not identify all properyaiions.

Prior work in the area of authenticated data structuresi[313, 14,21, 22, 28, 30—
34,41,42,47,52,54,68,69] has focused on disseminatfiognration from a single,
trusted source so that an alteration to the data structuid be detected, but not specif-
ically identified. That is, they do not provide solutions ke tdata forensics marking
problem. Related work on committed databases has recesgly poresented in [53].



Our Contributions. In this paper, we introduce the data forensics marking fraonk
and give several results for this model that use no additstneage at the auditor other
than a master key. The security of our methods are basedmaesthcryptographic as-
sumptions. Namely, we assume the existence aftbesage authentication co(MAC)
cryptographic primitive, which is a key-dependent one-waljision-resistant function
(see, e.g., [50, 58, 64]). A message authentication codeeaonstructed from a stan-
dard cryptographic hash function.

We give forensic constructions for several fundamentah datuctures, including
arrays, linked lists, binary search trees, skip lists, aashhtables. Some of our con-
structions are based on a new reduced-randomness coiwstrisgtnonadaptive com-
binatorial group testing, which is of independent interest

All of our data forensics marking constructions involve tpltases of computation.
In the first phase, we build a prograf and authentication informatioA for S so
that P can detect and identify up to some numhgrpf changes te in the indexing
structureD usingA. In the second phase, we encddand A in the organizational and
topological structure oD in a way that is probabilistically difficult for the advergar
to reproduce, yet it also preserves the accuracy afith high probability or it still
allows P to restrict the changed values$ito a small set of candidates (which is often
sufficient for forensics). The challenge, of course, is teigiethe encoding of and A
in D so that it can survive up té alterations of the values ifi, as stored irD, that the
adversary might make.

Our contributions can be summarized as follows:

— We develop a new reduced-randomness construction for aptigsd combinato-
rial group testing. In particular, we show how to construttan d-disjunct binary
matrix M encoding a nonadaptive combinatorial group testrfatems that can
detect up tod defective items, witht being O(d? logn). Our construction uses
only O(d®lognlogd) random bits and is correct with high probability, whereas
previous schemes ug#(d*n log n) random bits and are not high-probability con-
structions. Thus, we can encode matrixusingO(log n) bits whend is a constant,

a polylogarithmic number of bits whehis polylogarithmic, of(n) bits whend is
o(n/3 /10g*? n), which is of independent interest.

— We give efficient forensic constructions of several fundataledata structures, in-
cluding binary search trees, skip lists, arrays, linketsJigand hash tables. The
number of changes we can detect and identify for a data steié? storing a
setS of n elements isD(n'/3 /log®/® n) for balanced search trees and skip lists,
O(n'/*/log'/* n) for arrays and linked lists, and(1) for hash tables.

In the next section, we describe our reduced-randomnessraction of a nonadap-
tive combinatorial group test. In Section 3, we outline auo{phase constructions of
indexing structures for data forensics marking schemesaelude in Section 4.

2 Blood Testing and Forensics

As mentioned above, some of our solutions utilize a reduaedomness construction
of a nonadaptive combinatorial group testing scheme. Coatbiial group testing [26]



(or “CGT") schemes identify “bad” members of a sg&tof n elements using group
tests. Agroup testconsists of selecting a test samfileC S and performing a single
experiment to determine whether or ribtcontains a bad element. A testing scheme
that makes all its tests in a single round, with all test setemhined in advance, is
said to benonadaptiveMost efficient schemes are designed assuming there is am upp
bound,d, on the number of possible bad members of the inpufsatherel < d < n.
Combinatorial group testing was originally formulatedtiesting blood supplies during
World War II, with a group test comprising a tester extragtinfew drops from each
blood sample in a test set, pooling them together, and tetm mixed sample for the
syphilis antigen [25].

Reduced-Randomness Nonadaptive Combinatorial Group Testing. For the casel =

1, it is straightforward to design a nonadaptive scheme u6litigg ») tests. For the
general case] > 1, however, designing efficient general testing schemes ie wctwal-
lenging. Adaptive schemes generally make fewer total t@sterms ofd andn, than
nonadaptive schemes. In particular, the best known geperpabse adaptive schemes
useO(dlog(n/d)) tests, whereas the number of tests used by the best knowraiene
purpose nonadaptive schemegi&i? logn) [26]. Even so, adaptive schemes are not
applicable in many contexts, including DNA sequence angiysd the context of this
paper.

Our application of combinatorial group testing to data fsies marking is based
on the use of nonadaptive CGT schemes. Unfortunately, tbevkmleterministic non-
adaptive CGT schemes are asymptotically suboptimal or @sigded for most values
of d andn, and the known randomized CGT schemesdfor 2, utilize ©(d*n logn)
random bits (e.g., see [26]). These drawbacks make existingdaptive combinatorial
group testing schemes infeasible for data forensics mgrithere we wish to limit the
memory requirements of the auditor.

In this section, we present a simple, randomized nonadaptimbinatorial group
testing scheme, far > 2, where we reduce the needed random bits t0b# log n log d).
This reduced-randomness CGT scheme is based on applyiogrieguction of Aloret
al. [2] of almostk-wise independent random variables (see also [6, 51]) toathdom-
ized CGT approach of Busschbach [12], and then showing thmetstik-wise indepen-
dent random variables can be used to achieve an efficientaptiee CGT with high
probability (which is, in fact, a stronger result than theypous algorithm achieves us-
ing fully independent variables). The main idea of this apgh is to constructax n
binary matrix M, where each column corresponds to an elemeri ahd each row
corresponds to a test—so th#f(i, j] = 1 if and only if elemenyj is included in test.

A t x n binary matrixM is d-disjunct[26] if, for any d + 1 columns with one of
them designated, there always exists a row withrathe designated column ai® in
the otherd columns. Given a@-disjunct binary matrix/, we can immediately design a
nonadaptive combinatorial group testing scheme—simpffopm the test indicated by
each row of/. With the results of these tests in hand, we can then remarecdumn
of M that has d in a row that returned a negative test result (recall thaténtesting
framework, a negative is a good outcome). The remainingnantucorrespond to the
“bad” elements. The correctness of this algorithm is derideectly from M being
d-disjunct, for if we designate a “good” column together wéttyroup of up tad bad



columns, there must be a row (i.e., a test) that includes dlogl golumn and excludes
the bad ones. See Figure 2.

Fig. 2. An illustration of at x n d-disjunct matrix.

Our algorithm for building ad-disjunct¢ x n matrix M is simply to set each
MTi, j] = 1 with probability roughlyﬁ, by using “almost’k-wise independent ran-
dom variables. The notion of being almastvise independent that we use is based on
the following definition of Alonet al.[2]:

Definition 1. A set of probability(1/2) random bitsg, xa, . . ., 2, iS (€, k)-independent
if, for any k-bit vectora and k positionsi; < is < --- < i, we have

| Prlas, ziy -2, =a] =277 < e
Alon et al.[2] establish the following important fact:

Lemma 1. Let N = 2" — 1 and letk be an odd integer. Then, using

([ 41081+ £527))

probability-(1,/2) random bits, one can construct a setNdfprobability-(1/2) bits that

are (e, k)-independent. Thatis, the number of needed random bitaéghig2 log (%)

Given Lemma 1, we would like to setso that thet x n random matrixA/ we
construct will bed-disjunct with high probability.

Theorem 1. Given integersi andn such that2 < d < n, one can construct & x
n binary matrix M that is d-disjunct with high probability, using)(d? log n log d)
random bits, where is O(d? log n).

Proof. Let R be a set oftnl probability{1/2) random bits that ar¢e, (d + 1)tl)-
independent, wherle= [log(d+1)] andt ande will be set in the analysis. Considering
these bitd at a time, we can convert this set into a &tof probabilitys bits, where
p=1/2!,sothatl/2(d+1) < p < 1/(d+1). We use the bits i’ to define the matrix
M so thatM i, j] = 1 if and only if the corresponding bit if®’ is equal tol. (Note:



Azar, Motwani, and Naor [6] have an alternate, more genapgroach for construct-
ing almostk-independent probability-bits, but their construction is more complicated
than what is needed here.)

Consider now a particular columjrandd other columngy, jo, . .., j4 in matrix M.
For any row: in M, had the random variables &f been at leasid + 1)-wise indepen-
dent, then the probability that/[i, j] = 1 andM |, js] = 0,fors =1,2,...,d, would
bep(1 — p)?. Thus, had the variables iR’ been at leastd + 1)t-wise independent,
then the probability that no such row existsg#dure) among these columns would be

[1-p(1-p)]".

Notice that this probability is actually determined f/+ 1)¢! bits in R. Let F denote
the set of all vectors of values for theke= (d + 1)l bitsz;, z;, . . . z;, that result in
a failure event for columpi and thed other columns, and note thig€| < 2*. Then, by
Lemma 1, for each vecter in F, we have

| Prla;, zy -2, = a] —27F < e
That is, we obtain

27k ¢ < Prlzi, @i, x4y, =] < 27k pe
In other words, this probability is bounded from abovelpjus the value it would have

been had these bits bekrwise independent. Therefore, we have

Z Pr(zi i, -+ a3, =] < [1—p(1 —p)d}t 4 2%e.
aeF

There argd + 1)(#1) ways of distinguishing a columpandd other columns in\/.
Moreover, the probability that any columirandd others determine a failure is certainly
no more than the probability that all such groups determhaéware, which, irrespective
of any considerations about the independence of the uridgrgndom variables, is no
more than

(d+1)<dil> [l—p(l—p)d]t+(d+1)<dil>2ke.

By the definition ofp, this probability is at most

(d+1)<dil> 1—ﬁ<1—ﬁ>d t+(d+1)(dzl>2ke.

Using the inequalitie$l — 1/(d +1))? > 1/3 and(d + 1)(,},) < n?*!, ford > 2,
and substituting in the value fdr, we can further simplify this probability as being at
most

1 t
a+1 (1 _ d+1g(d+1)tl
" ( 6(d+1>) o ‘



For our claim to hold with high probability, we would like daof the above terms to be
at mostl /n. To bound the first term by/n, we can use the inequalityIn(1 — z) > =z,
for0 < z < 1, and we can set

t=06(d+1)(d+2)[Inn],

which is©(d? log n). Given this value fot, to then bound the second term byn, we
can set

€ — nf(d+2)276(d+1)2(d+2) Mnn]flogd]

According to Lemma 1, the number of random bits needed feradbnstruction is

2 (fioe e (1 = 8.

That is, the number of random bits neede®igl® log n log d).

Having a reduced-randomness construction, as specifietiéorém 1, allows us
to encode & x n d-disjunct binary matrix\/ simply by storing the)(d? log n log d)
random bits used to generaté.

3 Specific Constructions for Data Forensics Marking

We use Theorem 1 in many of our data forensics marking saisitivhich we briefly
outline in this section. Throughout this discussion, weuass the reader is familiar
with the fundamental data structures mentioned. In addittroughout this section we
assume that the auditor and data structure designer shaoea keyK that is easily
derived from the auditor's master key and the data structesggner’s identity. We also
assume the existence of a message authentication code (MACG)on fx (z) with
key K. (see, e.g., [50, 58, 64]).

From Test Samples to Set Integrity Checking. Given a nonadaptive combinatorial
group test (CGT) for detecting up tbdefectives in a set af items, we can convert
this into a test of the integrity of a collectighof n items stored in a data structure. For
each test” specified by the CGT, compute #sithentication value defined by

ar = fr(@i||z2]| -~ [|2m),

where fx is a MAC function andz4, - - - z,,, are the items of included in tesfl’, in
sorted order. We can then recompute on an altered copy af to determine if this
value has changed. If so, then we know that an iteffi mas been modified. Thus, per-
forming all these comparisons for all the tests in the CGTld/igive us a determination
of which items inS have changed.

Lemma 2. We can construct a forensic scheme for a set efements so as to detect
and identify which of up td of its elements have been changed, with high probability,
usingO(d® log® n) bits of authentication information.



The problem, of course, is that the auditor does not havegihmemory to store
an encoding of a CGT. Nevertheless, Theorem 1 gives a wayoidiag storing any-
thing at the auditor, for it implies that we can encode a napéide CGT for detecting
d defective elements amongusing onlyO(d? log nlog d) bits. The number of tests
determined by these bits @3(d? log n). For each test” defined by this CGT, we need
to store the authentication valug, Note thata is determined by a message authen-
tication code based on the kdy, which is unknown to the adversary. Thus, the CGT
and its associated authentication values can be repregsitgyO(d> log? n) bits. Our
solution, then, to avoid any storage at the auditor, is tdadhese bits in the data
structure itself.

Balanced Binary Search Trees. A balanced binary search tree holdingtems has
O(logn) depth. Its structure can also easily enca?le:) bits in a simple recursive
fashion. Given a se$ of comparable items, we have/2 items that we can pick for
the root’s value (from the middle half of elements from rankt to 3n/4). The exact
choice allows us to encodeg(n/2) bits at the root level, and we can then repeat this
construction recursively at each child. Since we can encotiee tree a total 0O (n)
bits we pickingd that iso(n'/3/log?3 n).

By Lemma 2, we obtain the following result:

Theorem 2. We can construct a forensic scheme for a balanced binarysti@éng n
elements so as to detect and identify which of upta’/3/ log?® n) of its values have
been changed, with high probability.

Skip Lists. We can use, for skip lists, a scheme similar to the one deeelégr binary
search trees. At each level of the skip list structure, abalitof the (say)n elements
of that level will survive to the next (higher) level. Thid@ks us to encode at that level
a number of bits equal to

log (m%) > log(2"/%) = m/2,

Hence, the overall encoding capacity inwaelement skip list isD(n) bits. Thus, just
as for the balanced binary tree case, by Lemma 2, we obtafoltbeiing result:

Theorem 3. We can construct a forensic scheme for a skip list storiedements so as
to detect and identify which of up @(n'/3 / 1og?* n) of its values have been changed,
with high probability.

Arrays and Linked Lists. Arrays and linked lists allow up t®(nlogn) bits to be
encoded in the permutation of the items stored in the listraryaBut this information is
stored implicitly, since the ordering itself could be adteishould the adversary change
values. Our solution in this case is to replicate the CGT &m@ipected values +

1 times and spread these multiple encodings evenly acrosbkitthencoded by the
permutation. By a pigeon-hole argument, even if the advgidzanges! values, there
will still be a large enough contiguous run of unchanged eslthat encode the CGT
and its expected values so as to allow us to determine whioksanight have changed.



In this case we nee@(d* log® n) bits. Therefore, by Lemma 2, we have the following
result:

Theorem 4. We can construct a forensic scheme for an array or linkedslisting »
elements so as to detect and identify which of upta'/4/log'/* n) of its values have
been changed, with high probability.

This construction can also be applied to relational datedtet use a data-independent
index number or unique ID to name records. In this case wereahthe index number
in the same way we used positions in an array or linked list.

Hash Tables. A hash table for a sef of n elements consists of a bucket arrBy

of size O(n) and a hash functio”h which maps elements of to cells of B under
some collision-handling rule. Let us assume thét based on a simple, standard linear
function, so thati(z) = axz + @ mod p, for eachz in S, wherep is a prime on the
order ofn. There is not a lot of variability in such a hash table that ae exploit for
forensic analysis, but there is nevertheless enough fdottmving:

Theorem 5. A hash table has a forensic construction that can detect dedtify a
single value insertion or deletion and can isolate a changalde to a set of constant
expected size.

Proof. Our construction begins by choosipdo be a random prime on the orderof
(for hash table efficiency, it is good thats slightly larger tham) such thap mod 4 =
n mod 4. Sort the elements & and compute value defined as follows:

a=fr(@l[z2] - [[zn|p),

wherez, - - - ,, are the items of in sorted order. We then compute valgias follows:
B=x1 @z ® - & folp).

We then define the hash functiarfor the hash table als(z) = ax + 5 mod p.

Let us consider the forensic capabilities of this structifran item is deleted, then
we can detect this case usingand we can recompute the deleted value from the XOR
of 5 and the remaining values in the hash table. If a value is gdted we can detect
this case using and we can compute the complement of this value from the XOR of
and the existing values in the hash table. If a value is chdythen we can detect this
case usingy and 3. For each element in the hash table, we can ugeto determine
what its value should have been warghe item that changed, and then recompute
to verify that this is the case. The expected number of vahegswill be determined to
have possibly changed will b@(1) and the adversary cannot control this value, since
he does not knovk” and is assumed to be unable to invert

Security. The security of our constructions is based on the fact thaicaessful ad-
versary will have to invert or find collisions in the messagthantication functionfx
used or recover the secret ké&y shared by the data structure designer and auditor. A
complete security proof will be given in the full version btpaper.



Extension. We can extend our results to a stronger adversarial moderenthe ad-
versary can also modify a constant fraction of the authatitio information hidden
in the data structure. For this purpose, we encode the dith#on information us-
ing the cryptographic variation of the Guruswami-Sudardecoder [36, 37] presented
in [46]. Even with this stronger model, we obtain resultslagaus to those given in
Theorems 2—4. Details will be given in the full version of thegper.

4 Conclusion

We have introduced the topic of information indexing foradfirensics marking, given
a new reduced-randomness construction for nonadaptiveiocatorial group testing,
and applied this and other techniques to design efficientrahdst constructions of
forensic schemes for several kinds of data indexing strastiWe believe there is still
a considerable amount of additional work that could be darthis area. In particular,
it would be useful to have efficient forensic schemes for ttadais changing over time.
Such a solution would solve the problem of maintaining feiedata for audit logs and
dynamic databases.
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