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Problem Statement: Network traffic between virtual machines on the same Virtualization: _This is a technology that enables a type .of software
physical host cannot be monitored by standard network management and security Ca”eﬁ_ a hYF\)/el\';IV'S\C/)K/ItO Creithe PLete_ndlhardware Caf”tehd Vkl]rtut&ﬂ
tools. This project investigates existing technologies that enable security monitoring machines (VM). VMs use the physical resources of the hos

and management for inter-VM traffic within the host. machine to behave like it is a standalone computer.

Significance: :
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» Detecting and responding to attacks C N/ ypemsor\ s \\
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* Policy enforcement
» Data theft
* Resource management
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» Testing of Open vSwitch

Findings
/ Virtualized Switch Hardware Off-loading Distributed Virtual Switch \
3 « Software solution  Hardware based solution  Hardware and software implementations
Q. |- Most hypervisors have one already * Virtual network traffic sent to physical switch « Consolidates virtual switch management to
|2" « Can be configure to monitor the virtual network « Standard tools can be used at the switch to one location
« Must be configured for each host monitor all traffic in the LAN (virtual and non- « Exposes virtual network traffic using NetFlow
\ virtual) /

Technology VMware ESX/ESXi  Microsoft HyperV XenServer Documented/ Supported* Additional Security o
: * Based on the opinion of the
Open vSwitch Well research team after literature review
was performed.
HyperV Virtual Switch ARP/ND Poisoning Protection
Well .
DHCP Guard ** The VEPA standard has in essence
VMware vSwitch been abandoned by industry. There is
Well little documentation outside of the
Virtual Ethernet Port IEEE standard.
Aggregator(VEPA)** very Poorly
_gg 2 *** Cisco has both hardware and
Cisco VM-FEX Well software implementation of the
distributed virtual switch technology.
Cisco VN-Link / Cisco Very Well Virtual Security Gateway The Nexus 1000v is the software
Nexus 1000v *** implementation, and VN-Link is the
VMware Distributed Verv Well Port Mirroring software implemenation
Virtual Switch (DvS) y Traffic Filtering
Open vSwitch Testing:
Setup Observations Results/Conclusions
* On XenServer Open vSwitch was easy to « Hardware off-loading solutions are potentially very
XenServer 6.1 implement due to it being a default switch for difficult to implement, costly, and there is little
A VIE1O . o— the host documentation on them.
Neiverel AEmE « Multiple options besides sFlow, sFlowTrend, « Open vSwitch and software solutions are easier to
and Wireshark to transmit and analyze the data iImplement, have minimal costs, and there is
Host » sFlow is simple to install but it transmits the significant documentation on them.
Machine sFlow data through UDP packets  Recommendation is to use Open vSwitch along
T « This wrapping of the data obfuscates much of with whichever tools you are most comfortable with
Network 1 7~ VIF2.0 the information such as source IP address or that affords you the amount of detail you want to
Network 2 — Host analyze on the network.
— Network
Transmission « Open vSwitch manages the physical hosts network Protocol: UDP (17) These two images are both from Wireshark
» Header checksum: @x878b [correct] . . .« e . .
“Collector” Machine through xenbr0 Source: 16.18.79.48 (18.18,79.48) and give significant information on how sFlow
* Open vSwitch also controls the VM's individual networks | fstrson Jo e os QR0 sty L g OPeTates onthe host machine. As can be seen
S ey e R through proxies called VIF’s(Virtual Interface) Source port: 38366 (38306) the protocol is UDP and the source IP address
 There are two programs that allow traffic monitoring, a o e SR iR is that of the host (XenServer) and the
“transmitter” such as sFlow, and a “collector” such as destination IP address is that of the machine
Wireshark ) | - - ~__receiving thedata. .
R —; : 9 1 10.18.79.50 ~SFlow  378'V5, agent 10.18.79.40, sub-agent ID 180000, seq 66569
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